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1. Introduction
In RAN2#119bis meeting, it was agreed that[1]
Agreement on consistent LBT failure:

1: 
SL-specific LBT failure indication from PHY is needed for SL-specific consistent LBT failure detection in the MAC. How/whether it is used for other purposes can be further discussed.

2:
Support SL-specific consistent LBT failure detection and recovery procedure in the MAC for SL-U. Details of recovery to be further worked on granularity of (consistent) LBT failure.

3:
Send LS to RAN1 asking “When an SL-specific LBT failure indication is notified for an SL transmission by the PHY, in which resource granularity the SL-specific LBT failure can be considered as being detected (e.g. per Resource Pool, per RB set, per SL BWP, etc.)?


- Detailed wording can be discussed during the email discussion. Some background information (e.g. why/what we (actually) ask) can be also provided.

4:
As the general principle, reuse the consistent LBT failure detection procedure in NR-U as the baseline for SL-specific consistent LBT failure detection in SL-U.

5:
As in NR-U, introduce the following parameters and variables for the SL-specific consistent LBT failure detection in SL-U as the baseline:


- An SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER);


- An SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount);


- An SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer).

6:
Reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:


- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.


- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)


- As in NR-U, if the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered/declared by the MAC entity.


- As in NR-U, if the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) expires, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.


- As in NR-U, if the maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount) or SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) is reconfigured, SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.

7:
Support the mechanism that a mode-1 UE can indicate the SL-specific consistent LBT failure to the gNB. FFS on a mode-2 UE in RRC_CONNECTED.
In RAN2#120 meeting, it was agreed that [2]
Agreements on mode 2 UE in RRC connected

1: 
In SL-U, support the mechanism that a mode-2 UE in RRC_CONNECTED can indicate the SL-specific consistent LBT failure to the gNB.
It is clear that, based on the SL-specific consistent LBT failure report to gNB for mode-1 UE and mode-2 UE is RRC_CONNECTED state, the LBT failure could be recovered relying on gNB. 

Here we’d like to discuss the situation for UEs in RRC idle/inactive/OOC.
2. Discussion
In NR-U, when consistent LBT failure is detected for a SpCell, the UE could autonomous switching to another UL BWP with RA resource and initiated a RA procedure in the UL BWP. If the RA is completed successfully, the recovery is done and UE will cancel all the triggered consistent LBT failure on the SpCell.

If the LBT failure is detected for a Scell, the UE could informs gNB of the failed SCel via another cell where consistent LBT failure does not happen. And UE will cancel all the triggered consistent LBT failure on the SCell if the LBT MAC CE is transmitted successfully.
Obviously, the LBT recovery relies on successful connection with gNB in NR-U.
Regarding to the agreements, the same principle is adopted in SL LBT for the mode-1 UE and mode-2 UE in RRC connected state that UE indicate the SL-specific consistent LBT failure to the gNB to get the recovery assistance form gNB.
However, for the UEs in RRC idle/inactive/OOC state, there is no connection with gNB, i.e. UE could not rely on gNB to recover the LBT failure unless RRC connection is required in this case. From this perspective, it could be left to UE implementation to recover the failure. UE could reselect a resource pool if the failure detection granularity is resource pool. If only one resource pool could be used, UE could also stop transmission for a forbidden period. UE could also perform cell reselection to another cell providing SL service and etc.
 Proposal 1: when consistent LBT failure is detected, there is no need to request the UEs in RRC idle/inactive/OOC state to enter RRC Connected state.

Proposal 2: when consistent LBT failure is detected, it could be left for UE implementation to recover the failure, i.e. no spec effort to resolve this issue if the UE is in RRC idle/inactive/OOC state.

3. Conclusion
We have discussed how to handle the LBT failure detected for UEs in RRC idle/inactive/OOC and propose that
Proposal 1: when consistent LBT failure is detected, there is no need to request the UEs in RRC idle/inactive/OOC state to enter RRC Connected state.

Proposal 2: when consistent LBT failure is detected, it could be left for UE implementation to recover the failure, i.e. no spec effort to resolve this issue if the UE is in RRC idle/inactive/OOC state.
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