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1	Introduction
RAN3 has discussed scenarios where the gNB is not able to configure the UE with an actual value for the initialRX-DELIV at multicast MRB establishment and sent an LS to RAN2 [R3-226903, R2-2300039].
	RAN3 has discussed scenarios where the gNB is not able to configure the UE with an actual value for the initialRX-DELIV at multicast MRB establishment, e.g. in case the UE is the first UE to join an inactive multicast session and due to the chosen system deployment no accurate PDCP HFN and SN is derived based on information provided by the 5GC (MB-UPF).
RAN3 has the following three questions to RAN2, whether under these circumstances:
-	the UE is able to start receiving PDCP PDUs and successfully provide them to upper layers while updating the PDCP receive state variables based on the received PDCP PDU even if it is outside the UE PDCP receiving window?
-	the PDCP Status Reporting procedure can be successfully performed, i.e. can the gNB cope with a received PDCP Status Report containing an HFN value desynchronised from the one used at the gNB?
-	more generally, whether there is a possibility to support multicast MBS reception even if PDCP HFN/SN is desynchronised between the UE and the gNB without impacting the UE’s behaviour (e.g. wrap around issue and possibly others).
RAN3 would like to ask RAN2 to answer the questions above.


In this contribution we discuss the issue and propose the answers.
2	Discussion
RAN3 is asking whether 
-	a UE is able to start receiving PDCP PDUs and successfully provide them to upper layers while updating the PDCP receive state variables based on the received PDCP PDU even if it is outside the UE PDCP receiving window, if the UE has been configured with MBS multicast MRB without knowing the actual value for the initialRX-DELIV.
	At reception of a PDCP Data PDU from lower layers, the receiving PDCP entity shall determine the COUNT value of the received PDCP Data PDU, i.e. RCVD_COUNT, as follows:
-	if RCVD_SN < SN(RX_DELIV) – Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) + 1.
-	else if RCVD_SN >= SN(RX_DELIV) + Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) – 1.
-	else:
-	RCVD_HFN = HFN(RX_DELIV);
-	RCVD_COUNT = [RCVD_HFN, RCVD_SN].
After determining the COUNT value of the received PDCP Data PDU = RCVD_COUNT, the receiving PDCP entity shall:
-	perform deciphering and integrity verification of the PDCP Data PDU using COUNT = RCVD_COUNT;
-	if integrity verification fails:
-	indicate the integrity verification failure to upper layer;
-	discard the PDCP Data PDU and consider it as not received;
-	if RCVD_COUNT < RX_DELIV; or
-	if the PDCP Data PDU with COUNT = RCVD_COUNT has been received before:
-	discard the PDCP Data PDU;


When the first PDCP Data PDU is received from lower layers, the receiving PDCP entity determines the COUNT value of the received PDCP Data PDU (RCVD_COUNT) based on the initialRX-DELIV. If the determined RCVD_COUNT < RX_DELIV, i.e., if the received PDCP Data PDU is outside of the receiver window, UE discards the PDCP Data PDU. And since RX_DELIV is not updated if the PDCP Data PDU is discarded, the discarding of the received PDCP Data PDUs continues until the received PDCP Data PDU is within the PDCP receiver window.
Observation 1: Failing to set the initialRX-DELIV may lead to discarding of a large amount of received PDCP Data PDUs (up to a half of the SN space).
RAN3 is asking whether 
-	the PDCP Status Reporting procedure can be successfully performed, i.e. can the gNB cope with a received PDCP Status Report containing an HFN value desynchronised from the one used at the gNB?
From UE point of view there is no issue for PDCP status report generation even if HFN were desynchronised. From the network point of view, the network should know whether the HFN is in sync or not. Knowing that the HFN may be desynchronised, the network could probably cope with the PDCP status report. However, this would unnecessarily complicate the gNB implementation.
Observation 2: If a gNB knows that the HFN may be desynchronised, the gNB could probably cope with a received PDCP Status Report containing an HFN value desynchronised from the one used at the gNB. However, this would unnecessarily complicate the gNB implementation.
RAN3 is asking whether 
-	more generally, whether there is a possibility to support multicast MBS reception even if PDCP HFN/SN is desynchronised between the UE and the gNB without impacting the UE’s behaviour (e.g. wrap around issue and possibly others).
Current PDCP spec does not allow COUNT to wrap around. Furthermore, for MBS multicast the COUNT is derived from the CN SN implying that the core network should take care that COUNT does not wrap around. Furthermore, as discussed above, desynchronisation of PDCP COUNT may lead to discarding of a large number of PDCP PDUs if they are considered to be outside of the PDCP receiver window.
Observation 3: PDCP spec does not allow COUNT to wrap around. Since COUNT is derived from the CN SN for MBS multicast, the core network should take care that COUNT does not wrap around.
Proposal 1: RAN2 to discuss and agree the above observations and reply with an LS.
Draft reply LS is provided in the annex.
3	Conclusion
This document has made the following observations:
Observation 1: Failing to set the initialRX-DELIV may lead to discarding of a large amount of received PDCP Data PDUs (up to a half of the SN space).
Observation 2: If a gNB knows that the HFN may be desynchronised, the gNB could probably cope with a received PDCP Status Report containing an HFN value desynchronised from the one used at the gNB. However, this would unnecessarily complicate the gNB implementation.
Observation 3: PDCP spec does not allow COUNT to wrap around. Since COUNT is derived from the CN SN for MBS multicast, the core network should take care that COUNT does not wrap around.
And proposed the following:
Proposal 1: RAN2 to discuss and agree the above observations and reply with an LS.
Draft reply LS is provided in the annex.
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1. Overall Description:
RAN2 would like to thank RAN3 for the LS.
RAN2 has discussed the questions raised by RAN3 and would like to answer the following:
- if the received PDCP PDU of the MBS multicast MRB is outside of the UE PDCP receiving window, the UE shall discard the PDCP PDU without updating the PDCP state variables. There can be up to half of the PDCP SN space discarded.
- if a gNB knows that the HFN may be desynchronised, the gNB could probably cope with a received PDCP Status Report containing an HFN value desynchronised from the one used at the gNB. This, however, unnecessarily complicates the gNB behaviour.
- PDCP specification does not allow COUNT value to wrap around. For MBS multicast, core network should take care that COUNT does not wrap around given that COUNT is derived from CN SN.

2. Actions:
To RAN3 group.
ACTION: 	RAN2 respectfully asks RAN3 to take the above responses into account when completing Rel-17 MBS multicast.

3. Date of Next TSG-RAN WG2 Meeting:
RAN2#121-bis-e	from 2023-04-17	to 2023-04-26		Electronic
RAN2#122	from 2023-05-22	to 2023-05-26		Incheon






