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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In the last meeting, RAN2 assumed the model ID is used to identify an AI/ML model and also agreed to study CP-based and UP-based model transfer/delivery.   
Agreement @RAN2#120:
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions
There was also long email discussions organized for both model transfer/delivery and data collection (with focus on monitoring and training). 
This paper discusses the potential AIML architecture assumptions for both model training and its transfer/delivery.
Discussion
Background 
For the study of air interface based AIML, the AIML architecture assumptions are still open, which means there are many AIML solution directions on the table based on a variety of architecture assumptions. We do not think it is an efficient approach to evaluate the detailed solutions without the discussion and consensus on the assumed AIML architecture. 

We suggest RAN2 to discuss the location of the AI/ML model training, the network entity that holds the AIML model, and to discuss the transmission path used to transfer the trained AIML model when the location of the AI/ML model training and the network entity that holds the AIML model is clear. After these aspects are assumed, the scope of the solutions for our evaluation for AIML will be largely controlled. And then the corresponding discussion on the solution may converge more efficiently.  

Some of these aspects may be AIML use case specific. However, in Rel-18, we just circulated a small amount of use cases during WID creation, where it is not difficult to exhaust all of the use cases when there are specific issues for such architecture discussion. 


AIML Model training 

For simplicity, in the section, we assume that the network entity that is responsible for AIML model training also holds the AIML model (ready for AIML model transfer). 

According to the discussion within the contributions submitted and the discussion at [Post120][053][AIML18] model transfer delivery, we think that there are several options for the location of AIML Model training: 

Option 1: the AI/ML model training is done at gNB. 

Option 2: the AI/ML model training is done at 5GC. 

Option 3: the AI/ML model training is done at a specific server. Specific to the positioning use case, that specific server can be LMF server. Otherwise in general, it can be OTT server. 

Option 4: the AI/ML model training is done at OAM domain. This OAM domain may be the management entity of NG-RAN, or the management entity of CN. 

Option 5: the AI/ML model training is done at the UE.

Both option 1 and option 2 will introduce considerable amount of work into the wireless network entities. Option 1 means the model training is done locally or in a distributed manner, which means the UE hosted by different gNB may enjoy different model after receiving them from different gNB. In addition, Option 2 requires the CN to do the air interface based AIML model training for use cases like beam management and CSI feedback, which seems not the best way considering that the RAN functionality should be encapsulated towards CN if an layering based design principle is preferred between RAN and CN. 

Option 3 introduces a new server to serve the AIML in the data network domain, which provides perfect isolation between the existing functionality and new functionality required by AIML. Meanwhile, the AIML positioning use case may benefit from the existing design that a specific positioning server has been already available. Option 3 presents a centralized AIML model training, which means the trained model will be widely shared with the gNB and UE in the network.  

Option 4 is very similar to Option 3. Option 4 basically requires the enhancement of OAM functionality and may introduce a new OAM functionality entity to perform AIML training. The difference between Option 4 and Option 3 is that Option 4 is related to interfaces between wireless network entities and OAM server, which are not specified by 3GPP.

Option 5 may be not a desirable or representative option for the use cases studied at Rel-18 air interface based AIML. Meanwhile, if option 5 is agreed, the UE to Network coordination for AIML model training may be negligible. 

Based on the analysis above, we see that the option 1 and option 3 may be the best options. Note that Option 3 should include the possibility to deploy the model training server at OAM domain, which means option 4 should be a subset of option 3. Then we have the following proposal. 

Proposal-1:  RAN2 to down select the AI/ML model training architecture as the following two options: 

Option 1: Distributed manner, the AI/ML model training is done at gNB.    
Option 3: Centralized manner, the AI/ML model training is done at a specific server (including OAM server).

AIML architecture for model transfer/delivery
When the AIML architecture for model training is confirmed. We can image that the AI/ML model training functionality can be an internal functionality or an external functionality for the gNB. In the following discussions, we mainly focus on the downlink based model transfer.     

In case of centralized manner based AIML model training, the trained model can be seen as a sort of data to be transmitted from a particular (data) server to the UE. This data can be carried by user plane pipeline. 

In case of distributed manner based AIML model training, the trained model can be seen as a sort of data, generated by gNB itself, to be transmitted from gNB to the UE. This data can be carried by data radio bearer. Alternatively, the trained model can transmitted as RRC signalling from the network to the UE. But the size of the trained model may require lots of segmentation, which may also present overwhelming effect to other RRC messages. 

In case of distributed manner based AIML model training, the gNB hold the AIML model, then it would be easy for gNB to initiate AIML model transfer to the UE via the existing RRC message or new RRC message. This solution is at least feasible for the AIML model transfer with small size.  

Proposal-2:  Take the control plane based model transfer to support distributed manner based AIML model training

Meanwhile, in our view, the user plane based model transfer can support both centralized manner based AIML model training and distributed manner based AIML model training, which can handle the AIML model transfer with big size.     

Proposal-3:  Take the user plane based model transfer to support both centralized manner based AIML model training and distributed manner based AIML model training
   

Selection between CP and UP based model transfer 
Following the email discussion of AIML model transfer/delivery, both CP and UP based model transfer is discussed from the perspective of air interface. Generally speaking, model transfer by signalling (i.e., CP) has more high level reliability and priority, but the size of model is a key disadvantage. When considering the existing RRC segment mechanism, 45KB is the maximum signalling transfer size. This may not suitable for the model of which the size is up to multiple MB. Thus data based transfer (i.e., UP based solution) could be considered, since it is suitable for big size model and it can also handle data interruption well. However, if the AIML model is generated or terminated in RAN side (i.e., gNB), it is not clear how such a transferred method is established. In legacy UP transmission, the path is established involving 5GC/UPF, gNB can not directly establish a UP channel to transfer the data generated by itself. 
The pros and cons for CP/UP based solution were widely discussed during the email discussion, here we focus on the coexistence/selection between UP and CP based solution, since we assume both solution may be adopted by 3GPP. In details, based on the abovementioned analysis on CP and UP method, both CP and UP could be introduced as model transfer method to suit different kind of model. For example, different vendor can provide different model size even for the same functionality, therefore some criteria could be considered for the negotiation between UE and gNB to determine what method to be selected as model transfer method. As for criteria, the key metric model complexity (i.e., model size, parameters capacity) can be considered, other factors such as mapping relationship between AI functionality and transferred method, latency, priority can also be further studied.




Figiure-1: Selection on CP or UP based AIML model transfer

Proposal-4: RAN2 is suggested to consider some criteria for the selection between CP and UP based AIML model transfer solution.
UE based AIML model training 
Let us continue the discussion from the perspective of downlink based model transfer. It would be important to clarify if the UE is allowed to continue model training based on its reception of the AI/ML model trained at gNB or at a specific server. This discussion may impact if the UE needs to collect the data for such further training. If the UE continues such model training, it may be expected to collect the feedback according to the execution of the model inference based on the initially trained model from the network. If the UE can train the AIML model, it may be not in a hurry for the network to update the trained model to the UE in a timely manner, and correspondingly it is less important for the network to urgently collect further data for further AIML model training.
However, it can be expected that different UE may continue such AIML model training in a different way, since the source of their training data may be different. Then eventually, different UE may run totally different AIML models for inference in the network, even though the initially trained model may be the same for all of the UEs. From the UE perspective, diversified implementation of the AIML training may produce diversified user experience. From the network perspective, the UE behaviour among different equipment’s is not aligned and nonpredictable.
We suggest RAN2 to discuss this aspect, since it may impact the discussion on the data collection for AIML model training.   
Proposal-5:  RAN2 to discuss if the UE is allowed to continue model training based on its reception of the AI/ML model trained at gNB or at a specific server.

Conclusion and Proposal
We have the following proposals:
Proposal-1:  RAN2 to down select the AI/ML model training architecture as the following two options: 

Option 1: Distributed manner, the AI/ML model training is done at gNB.    
Option 3: Centralized manner, the AI/ML model training is done at a specific server (including OAM server).

Proposal-2:  Take the control plane based model transfer to support distributed manner based AIML model training

Proposal-3:  Take the user plane based model transfer to support both centralized manner based AIML model training and distributed manner based AIML model training

Proposal-4: RAN2 is suggested to consider some criteria for the selection between CP and UP based AIML model transfer solution.

Proposal-5:  RAN2 to discuss if the UE is allowed to continue model training based on its reception of the AI/ML model trained at gNB or at a specific server.
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