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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the XR WID [1], below RAN2 related issues are identified for capacity improvements. This contribution will discuss the first 3 bullets and provide our preference. The last two bullets are related to XR awareness so we discuss them in [2] and [3].
-	Multiple CG PUSCH transmission occasions in a period of a single CG PUSCH configuration (RAN1, RAN2);  
-	BSR enhancements including at least new BS Table(s); (RAN2);
-	Delay reporting of buffered data in uplink; (RAN2);
-	Provision of XR traffic assistance information for DL and UL (e.g. periodicity); (RAN2);
-	Discard operation of PDU Sets (RAN2);
Discussion
Multi-CGO in a period
Multi-CG Opportunities (CGO) has been discussed in RAN1 to deal with jitter and variable-size XR packets. In current specifications, multiple CG resources in a period can be configured in two cases: 1) in licensed band, the PUSCHs in a period are used to transmit the initial instance and the repetitions of one TB; 2) in unlicensed band (when CGRT is configured), cg-nrofPUSCH-InSlot is used to allocate multiple PUSCHs in a slot, that may be used to transmit multiple TBs. The design of multi-CGO for XR will start in RAN1 as part of the WI discussions and it may result in UE making use of a single HARQ process (if a single TB is transmitted) or multiple HARQ processes, depending on how RAN1 decides to use the multiple CGOs for addressing the specifics of an XR burst/PDU Sets. Once some progress is achieved in RAN1, RAN2 can start assessing the impact on higher layers, for example, if multiple HARQ processes are used in one CG period, then RAN2 should solve the question of HARQ process ID allocation.
Proposal 1: How to use the multi-CGO should be discussed in RAN1 first and RAN2 should solve corresponding issues, e.g. HARQ process ID allocation, based on RAN1 decisions.
BSR enhancements
For BSR enhancements, two aspects have been considered: multiple BSR tables and additional BSR trigger [4].
	- One or more additional BS table(s) to reduce the quantisation errors in BSR reporting (e.g. for high bit rates);
-  Additional BSR triggering conditions to allow timely availability of buffer status information can be investigated further.


Multiple BSR tables
The purpose of multiple BSR tables is to reduce the quantization errors in BSR reporting, especially for high bit rates. To design a BSR table with finer granularity targeting large BS values, the lower bound should not be 0 as now, and a new higher bound may be considered for the new BSR table. However, multiple LCGs could be included in one BSR report. Generally, one BSR report should use one BSR table. And the BSR table with non-zero lower bound should not be applicable to all LCGs in one BSR report for long BSR if current BSR mechanism (trigger, report, cancel) is applied.
Proposal 2: To design a BSR table with finer granularity targeting large BS values, non-zero lower bound should be considered.
Observation 1: The BSR table with non-zero lower bound is not applicable to current BSR report mechanism.
There are two possible solutions:
· Solution 1: The BSR report using the new BSR table(s) contains the buffer size of one specific LCG only.
Solution 1 assumes that the XR video traffic will likely be carried in one LCH and there will only be one such traffic in the UE. So the Short BSR that carries only one LCG might be sufficient for that, and its LCID could tell whether it is a short BSR with a legacy table or a Short BSR with the new table. The new BSR report should not cancel triggered BSR when data belonging to any other LCG are buffered in the UE. And, legacy BSR may be reported along with the new BSR in one MAC PDU. In addition, BSR trigger of the new BSR may be reconsidered.
· Solution 2: One BSR report contains multiple LCGs using different BSR tables
· Solution 2a: Semi-static configuration
In this solution, UE reports all LCGs with buffered data in one BSR report as in legacy. It is RRC configured which BS table is associated with which LCG. Hence the current Long BSR format can be reused. 
· Solution 2b: Dynamic selection of the BSR table
One drawback of above solutions is that an LCG may use different BSR tables at different times, i.e. different reports, because: 1) of the large scope of frame size variation; 2) BSR may report the remaining data after a first UL transmission, which may be much smaller in size as that of the initial transmission thus calling for a different BS range. Therefore, solution 2b is the same as 2a but leaving the flexibility for the UE to select, for any given report, any table for any LCG. Solution 2 introduces potential designs of new BSR MAC CE, for example, introducing a BSR table indication (e.g. index) for each LCG.
Proposal 3: RAN2 considers below two solutions for the new BSR report using new BSR table and select one:
· Solution 1: The BSR report using the new BSR table(s) contains the buffer size of one specific LCG only.
· Solution 2: One BSR report contains multiple LCGs using different BSR tables.
Regarding the new BSR table(s) design, for a given total targeted BS range (0, Bmax), there are three options for providing a buffer status with fine granularity within a limited range (chunk) of the total range:
· Option 1: Split the total range into chunks and specify multiple BSR tables with different lower/higher bounds associated with each chunk in MAC specification.
· Option 2: The gNB configures the lower bound and the higher bound of the chunk for a specific LCG. The gNB and UE generate the BSR table internally based on the exponential distribution and the quantized value generation principle of current BSR table in MAC specification.
· Option 3: UE reports its selected chunk (index, or explicit lower bound and/or higher bound) in addition to the buffer size in the BSR report. The gNB and UE calculate the buffer size value based on the exponential distribution.
We provide brief comparison of the three options in Table 1.
[bookmark: _Ref125999842]Table 1 Comparison of the options for BSR table design
	
	
	Option 1
	Option 2
	Option 3

	Specification impacts
	RRC
	Enable  multiple BSR tables
	Configure multiple BSR tables including lower/higher bound
	Enable  multiple BSR tables

	
	MAC
	Capture multiple BSR tables;
BSR report procedure;
BSR MAC CE: indicating BSR table
	Capture the calculation of BSR tables;
BSR report procedure;
BSR MAC CE: indicating BSR table
	Capture the calculation of BSR tables;
BSR report procedure;
BSR MAC CE: including lower/higher bound

	Complexity
	gNB
	-
	++
	+

	
	UE
	-
	+
	++



Proposal 4: RAN2 considers the three options for multiple tables design:
· Option 1: Split the total range into chunks and specify multiple BSR tables with different lower/higher bounds associated with each chunk in MAC specification.
· Option 2: The gNB configures the lower bound and the higher bound of the chunk for a specific LCG. The gNB and UE generate the BSR table internally. 
· Option 3: UE reports its selected chunk (index, or explicit lower bound and/or higher bound) in addition to the buffer size in the BSR report. The gNB and UE calculate the buffer size value internally.
Additional BSR trigger
The PDU Set definition given in [5] is as follows:
	PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice for XRM Services, as used in TR 26.926 [27]). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.


From the above, it is clear that packets of one PDU set need to be jointly processed for XR traffics [6][7]. Therefore, once a PDU Set transmission has started, its completion should not be delayed. However, as agreed in RAN2#120, in-band marking is not supported for UL PDU Sets, meaning, gNB is not aware of the received PDU Sets and only sees PDUs. Therefore it cannot know when/if a PDU Set has been received completely. Hence to let the gNB  aware of an on-going PDU Set size in the UE buffer and allocate UL grant timely, additional BSR trigger should be considered, associated with a PDU-Set-specific BSR.
As shown in Figure 2, after UE transmits part of data of PDU set 1 (e.g. in CG), if the UE can report the remaining data from PDU set 1 to the gNB, gNB will allocate UL resource to the UE immediately. Since this new BSR report would be included in the MAC PDU carrying the initial part of the PDU Set 1, there is no need to identify the LCG or LCH it is associated with.
Moreover, since this new BSR reports the buffer size of the remaining data of the on-going PDU set, gNB should anyway try to get the rest of the PDU set scheduled as soon as possible. So the delay report containing remaining time is not needed in this case.


[bookmark: _Ref109766717]Figure 2 An example of BSR enhancement for XR services
Proposal 5: A new BSR, PDU-Set specific, is triggered when an UL grant cannot fit the complete PDU Set.
Proposal 6: The delay information is not needed for the BSR report triggered by the on-going PDU set.
Delay knowledge of buffered data
The delay knowledge report (e.g. remaining time) has been captured in TR38.835 with the options that it could be part of the BSR or included in a new MAC CE. The design of the delay report should solve two basic issues: 1) distinguishing how much data is buffered for which delay; 2) how the delay information can be up to date considering e.g. scheduling and transmission delays.
Indeed “remaining time” and buffer status are different in nature, which yields the following observations:
In case of failed transmission, the BSR can arrive late at the gNB, but the buffer status still gives information gNB can make use of in the sense that the data is still in the buffer (since the transmission failed) and so gNB can still schedule UL grants accordingly. More data may have arrived in the meantime, but at least the UL grants won’t be wasted. On the contrary, the remaining time information is useful for gNB to know if it has pad for scheduling other data before this data, thus maximizing capacity. However, if this information arrives late at the gNB e.g. due to HARQ retransmissions, the “remaining time” information may be outdated and so not useful to gNB.
And, as we discussed in section 2.2, if the gNB can be aware of the BSR of an on-going PDU Set, the delay report is not needed.
Hence, the first issue “distinguishing how much data is buffered for which delay” cannot be solved perfectly. It can be solved roughly by transmitting delay report and BSR at the same time.
To solve the second issue “how the delay information can be up to date considering e.g. scheduling and transmission delays”, another option can be considered: using UCI on PUSCH to report the remaining time.
As shown in Figure 3, the UCI for delay report is configured to associate with specific LCH(s) which is linked with specific CG configuration. When UE reports it, gNB is aware of the tight delay budget for specific XR traffic even if the MAC PDU in the same PUSCH gets wrong CRC and so, is delayed to its retransmission. Hence gNB can allocate UL resource timely for the ongoing PDU set. 
This option needs RAN1 work and the mechanism could be:
1. In MAC:
0. Associate the XR LCH with a configured grant;
0. Consider the condition to trigger delay report containing  remaining time;
0. Trigger the report to PHY (similar to SR) in the next available CG configuration associated with this LCH.
1. In PHY: multiplex UCI in the next available CG configuration associated with this LCH. 
Since this option can report remaining time in an efficient way, we propose consulting RAN1 on its feasibility (e.g. how to code remaining time in UCI, etc). 


[bookmark: _Ref126006581]Figure 3 Delay report using UCI on PUSCH
Proposal 7: RAN2 considers UCI on PUSCH for reporting the delay information and consults RAN1 on its feasibility.
Furthermore, in the WI stage, below issues need to be considered when designing the reporting of the delay information of buffered data. They will be discussed after the basic mechanisms are decided.
· Unit: absolute time (e.g. µs), subframe, slot?
· Reference time;
· The object: individual PDU, PDU set, LCH, LCG or all buffered data?
· Trigger: a threshold on the elapsed time?
· How to cancel?
Proposal 8: Below open issues should be considered when designing the reporting of the delay information of buffered data:
· Unit: absolute time (e.g. µs), subframe, slot?
· Reference time;
· The object: individual PDU, PDU set, LCH, LCG or all buffered data?
· Trigger: a threshold on the elapsed time?
· How to cancel?
Conclusion
According to the analysis in section 2, we provides below proposals.
Proposal 1: How to use the multi-CGO should be discussed in RAN1 first and RAN2 should solve corresponding issues, e.g. HARQ process ID allocation, based on RAN1 decisions.
Proposal 2: To design a BSR table with finer granularity targeting large BS values, non-zero lower bound should be considered.
Observation 1: The BSR table with non-zero lower bound is not applicable to current BSR report mechanism.
Proposal 3: RAN2 considers below two solutions for the new BSR report using new BSR table and select one:
· Solution 1: The BSR report using the new BSR table(s) contains the buffer size of one specific LCG only.
· Solution 2: One BSR report contains multiple LCGs using different BSR tables.
Proposal 4: RAN2 considers the three options for multiple tables design:
· Option 1: Split the total range into chunks and specify multiple BSR tables with different lower/higher bounds associated with each chunk in MAC specification.
· Option 2: The gNB configures the lower bound and the higher bound of the chunk for a specific LCG. The gNB and UE generate the BSR table internally. 
· Option 3: UE reports its selected chunk (index, or explicit lower bound and/or higher bound) in addition to the buffer size in the BSR report. The gNB and UE calculate the buffer size value internally.
Proposal 5: A new BSR, PDU-Set specific, is triggered when an UL grant cannot fit the complete PDU Set.
Proposal 6: The delay information is not needed for the BSR report triggered by the on-going PDU set.
Proposal 7: RAN2 considers UCI on PUSCH for reporting the delay information and consults RAN1 on its feasibility.
Proposal 8: Below open issues should be considered when designing the reporting of the delay information of buffered data:
· [bookmark: _GoBack]Unit: absolute time (e.g. µs), subframe, slot?
· Reference time;
· The object: individual PDU, PDU set, LCH, LCG or all buffered data?
· Trigger: a threshold on the elapsed time?
· How to cancel?
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