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1 Introduction
In last RAN2 meeting, the following agreements on consistent LBT failure are reached [1]:

Agreement on consistent LBT failure:

1: 
SL-specific LBT failure indication from PHY is needed for SL-specific consistent LBT failure detection in the MAC. How/whether it is used for other purposes can be further discussed.

2:
Support SL-specific consistent LBT failure detection and recovery procedure in the MAC for SL-U. Details of recovery to be further worked on granularity of (consistent) LBT failure.

3:
Send LS to RAN1 asking “When an SL-specific LBT failure indication is notified for an SL transmission by the PHY, in which resource granularity the SL-specific LBT failure can be considered as being detected (e.g. per Resource Pool, per RB set, per SL BWP, etc.)?


- Detailed wording can be discussed during the email discussion. Some background information (e.g. why/what we (actually) ask) can be also provided.

4:
As the general principle, reuse the consistent LBT failure detection procedure in NR-U as the baseline for SL-specific consistent LBT failure detection in SL-U.

5:
As in NR-U, introduce the following parameters and variables for the SL-specific consistent LBT failure detection in SL-U as the baseline:


- An SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER);


- An SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount);


- An SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer).

6:
Reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:


- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.


- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)


- As in NR-U, if the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered/declared by the MAC entity.


- As in NR-U, if the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) expires, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.


- As in NR-U, if the maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount) or SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) is reconfigured, SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.

7:
Support the mechanism that a mode-1 UE can indicate the SL-specific consistent LBT failure to the gNB. FFS on a mode-2 UE in RRC_CONNECTED.

In this contribution, we discuss the granularity of LBT failure detection and the detailed recovery procedure for SL-U.
2 Discussion
Consistent LBT failure indicates that the unlicensed channel is unavailable to transmit. In NR-U, consistent LBT failure is declared per BWP. UE could perform recovery from a consistent UL LBT failure by switching to another BWP if there is another BWP with configured RACH resources and consistent LBT failure has not been triggered on that BWP.
In NR, only one BWP is allowed to be configured for NR sidelink communication, On the other hand, at most 8 resource pools can be configured on a single SL BWP. When the MAC has data to be transmitted, a pool of resource would be selected and one or more transmission opportunities would be selected from the selected pool. In last RAN2 meeting, an LS was drafted and sent to RAN1 to ask the granularity of LBT failure indication. However, we think RAN2 can define the granularity of LBT failure detection as long as the LBT failure indication is provided per transmission. From RAN2 perspective, we think consistent LBT failure declaration can be made per resource pool in SL-U.
Proposal 1: Consistent LBT failure is triggered per resource pool in SL-U.

In SL-U, when consistent LBT failure event is triggered on a resource pool, the UE should attempts to perform recovery from consistent LBT failure as in NR-U PCell or PScell, i.e. to reselect to another resource pool. In SL mode 2 resource allocation scheme, a UE may occupy sidelink resource for an appropriate amount of time until a reselection event is triggered. If resource reelection is triggered, the selected sidelink grant would be cleared and resource pool reselection should be triggered. The UE then selects another resource pool on which consistent LBT failure is not triggered.
Proposal 2: For Mode 2 UE, when consistent LBT failure is triggered on a resource pool, UE should trigger resource reselection and resource pool reselection, to select another resource pool on which consistent LBT failure is not triggered.

For mode 2 UE in any RRC state and any coverage scenarios, we think failure reporting to gNB is not necessary, since mode 2 UE can perform LBT failure recovery by triggering resource reselection and resource pool switching autonomously. For LBT failure recovery, we think Mode 2 UE could cancel the triggered consistent LBT failure when LBT is successful on any of the selected pool.
Proposal 3: Mode 2 UE cancels triggered consistent LBT failure when LBT is successful on any of the selected pool, i.e. LBT failure indication is not received from lower layers for any of the sidelink transmissions. 
For Mode 1 UE, RAN2 agreed that SL-specific consistent LBT failure can be indicated to gNB. In NR-U, a failure MAC CE was introduced to indicate where failure happened, e.g. the Serving Cell index is reported. If consistent LBT failure is agreed to be triggered per resource pool, UE should report the index of the resource pool on which consistent LBT failure happens. Upon the successful transmission of the SL LBT failure MAC CE, all triggered consistent LBT failure can be cancelled, as in NR-U

Proposal 4: Mode 1 UE reports the index of resource pool on which consistent LBT failure happens.
Similar to NR-U, if consistent LBT failure has been triggered in all resource pools, LBT failure should be indicated to upper layers and the UE would consider PC5 radio link failure occurs for unicast connections.

Proposal 5: If consistent LBT failure has been triggered in all resource pools, LBT failure should be indicated to upper layers and the UE would consider PC5 radio link failure occurs for unicast connections.
In NR-U, a new failure type for PScell consistent UL LBT failure is added in the SCGFailureInformation. In NR SL, if sidelink RLF is detected, SidelinkUEInformationNR is used to indicate the sidelink RLF to the gNB. Similarly, a new cause can be added as well to indicate that the RLF failure is caused by consistent LBT failure. In current TS 38.331, SL-DestinationIdentity is a mandatory IE in SL-Failure. In SL-U, if sidelink RLF is caused by consistent LBT failure, all unicast connections will be declared to experience RLF and UE has to report all Destination Identities. To reduce the message size for SidelinkUEInformationNR, UE could randomly select any one of the unicast Destinations to report. gNB could infers the failure of other unicast connections from the new added failure cause value.
Proposal 6: A new failure type is added in SidelinkUEInformationNR to indicate the consistent LBT failure.
3 Conclusion

In this contribution, we provide our view on LBT failure handling for SL-U, e.g. consistent LBT failure detection and recover. We then made the following proposals:
Proposal 1: Consistent LBT failure is triggered per resource pool in SL-U.

Proposal 2: For Mode2  UE, when consistent LBT failure is triggered on a resource pool, UE should trigger resource reselection and resource pool reselection, to select another resource pool on which consistent LBT failure is not triggered.

Proposal 3: Mode 1 UE reports the index of resource pool on which consistent LBT failure happens.

Proposal 4: Mode 2 UE cancels triggered consistent LBT failure when LBT is successful on any of the selected pool, i.e. LBT failure indication is not received from lower layers for any of the sidelink transmissions.
Proposal 5: If consistent LBT failure has been triggered in all resource pools, LBT failure should be indicated to upper layers and the UE would consider PC5 radio link failure occurs for unicast connections.
Proposal 6: A new failure type is added in SidelinkUEInformationNR to indicate the consistent LBT failure.
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