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Introduction 
In this paper, we discuss how the XR awareness may impact prioritization of XR traffic and propose an enhancement for LCP procedure to take remaining delay budget into consideration when multiplexing uplink data.
Discussion
Prioritization among different PDU Set Importance
In RAN2#119bis-e, RAN2 agreed to study the following four possible alternatives in mapping PDU Sets with different importance to QoS flows and DRBs. In R2-2211177 [1], we analyse the relative merits of these four alternatives and conclude that Alternative N111 and Alternative N1N should not be supported. In this paper, we then discuss how to support differentiated handling for different PDU Set Importance in Alternative 111 and Alternative NN1.[image: Chart, diagram, box and whisker chart
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Figure 1. Different alternatives for mapping PDU Sets to QoS flows and DRBs
In Alternative 111, since PDU Sets with different importance are mapped to separate QoS flows and DRBs, we think differentiated handling in layer two can be achieved through configuration of different QoS profiles for them. No additional enhancements are needed. If in order delivery among PDU Sets is required, then as we propose in R2-2211177 [1], Alternative NN1 should be used instead.
Observation 1.	If in order delivery is not required, Alternative 111 can support differentiated handling of different PDU Set Importance through configuration of different QoS profiles. No additional enhancements are needed.
In Alternative NN1, since QoS flows with different QoS profiles are mapped to the same DBR, differentiated handling for different PDU Set Importance then has to be supported by new enhancements in the L2 protocols. Different options have been proposed by other companies. We discuss their tradeoffs in the following. 
Option 1. Separate RLC/LCH for different QoS flows. In this option, each QoS flow (or in a generalized configuration, each set of QoS flows which have the same forwarding requirement) is mapped to its own RLC entity and logical channels. And each RLC entity and logical channel can have its own RLC-Config and LogicalChannelConfig. Network configures a mapping between QFI and a RLC entity, so that UE routes a PDCP PDU to the right RLC based on the QFI in the header of that PDCP PDU.
Option 2. There is still only one RLC/LCH per DRB as in legacy. However, PDU Sets with different importance are handled differently in RLC and LCP. For example, in RLC, different PDU Set Importance can have its own RLC timers, so that PDU Sets with higher importance can have more retransmission opportunities than others. In LCP, a PDU Set which requires higher reliability may be scheduled out of order in case of congestion, i.e. after its remaining delay budget drops below a threshold, it can be scheduled ahead of PDUs which arrive earlier in the UL buffer.
Between the two options, we think Option 1 is simpler and has less impact on the current spec. Whereas Option 2 will require considerable amount of changes to the current spec (e.g. describe in steps how separate RLC timers are managed and used, or how out of order scheduling works). Therefore, we think Option 1 is more desirable.
Proposal 1.  	If different PDU Set Importance are mapped to the same DRB, this DRB can have multiple RLC entities and logical channels, each of which is used to serve different PDU Set Importance.
Delay-aware LCP procedure
In the current LCP procedure, the scheduling order among different logical channels (LCH) are determined by two parameters: priority and prioritized bit rate (PBR) configured for an LCH. The priority of an LCH typically is associated with the delay requirement of the QoS flow mapped to that LCH, i.e. the tighter delay requirement is, the higher priority the LCH has. The PBR of an LCH controls the average rate at which the LCH is scheduled.
When an LCH has bursty arrivals, data typically arrives faster than its PBR or the GBR configured for the associated flow. To ensure scheduling latency meets the delay requirement for the LCH, the PBR or GBR has to be much large than the average bit rate of the traffic, so that most PDUs can be scheduled as they arrive. However, this over allocation of bit rate means that network has to give up some uplink capacity in exchange for delay performance.
Observation 2.	For bursty flows, network may have to give up some uplink capacity in exchange for their delay performance. 
We think it is possible that this loss in uplink capacity can be reduced if the LCP procedure is more aware of the delay incurred by uplink data (aka residual delay budget) and include that as a factor in its scheduling priority. More specifically, network can allocate PBR or GBR close to the average bit rate of a flow. When data from the flow is held back by the LCP traffic regulator due to arrival rate being higher than the allocated data rate, the LCP procedure then tracks the amount of delay that the buffered data accumulates. If the residual delay budget of some buffered data approaches some limit or threshold, the LCP procedure can give higher scheduling priority to the data, so that their delay requirement is still met.  
Observation 3.	If the LCP procedure can take residual delay budget into account when scheduling uplink data, network can more efficiently allocate bandwidth for bursty flows and thus improve uplink capacity.
There can be multiple options for the LCP procedure to take residual delay budget into account when scheduling uplink data. For example, UE can keep using the legacy LCP procedure until residual delay budget of data in some LCH has exceeded a threshold. When that happens, LCP procedure gives higher schedule priority to that data. 
Since the LCP procedure is directly in the data path, we think only enhancements which have small impacts on the legacy LCP procedure should be studied. 
Proposal 2.	RAN2 study enhancements to LCP procedure which take residual delay budget of buffered data into account when scheduling uplink data. 
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
Prioritization among different PDU Set Importance
Observation 1.	If in order delivery is not required, Alternative 111 can support differentiated handling of different PDU Set Importance through configuration of different QoS profiles. No additional enhancements are needed.
Proposal 1.  	If different PDU Set Importance are mapped to the same DRB, this DRB can have multiple RLC entities and logical channels, each of which is used to serve different PDU Set Importance.
Delay-aware LCP procedure
Observation 2.	For bursty flows, network may have to give up some uplink capacity in exchange for their delay performance. 
Observation 3.	If the LCP procedure can take residual delay budget into account when scheduling uplink data, network can more efficiently allocate bandwidth for bursty flows and thus improve uplink capacity.
Proposal 2.	RAN2 study enhancements to LCP procedure which take residual delay budget of buffered data into account when scheduling uplink data. 
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