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1 Introduction
In previous RAN2 meeting, XR-awareness for the Study on XR (Extended Reality) Enhancements for NR [1] had been discussed and achieved some preliminary conclusions. And SA2 had sent a LS  to RAN2 with some solid conclusions. Hence, in this contribution, we focus on the investigation of the potential RAN impacts of the usage of PDU sets and/or data bursts in UL or DL direction and how PDU sets can be mapped to DRBs per SA2 input. 
2 Discussion
2.1 Answers to SA2 LS

Questions of Congestion Information
In [2], SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

· Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.

· Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 

In TS 28.552, Mean/Peak DL PRB used for data traffic and Mean/Peak UL PRB used for data traffic are specified in the section Performance measurements for gNB, which granularity can be in QoS level, as below:
	5.1.1.2.5
Mean DL PRB used for data traffic   

a)
This measurement provides the number of physical resource blocks (PRBs) in average used in downlink for data traffic. The measurement is optionally split into subcounters per QoS level (mapped 5QI or QCI in NR option 3) and subcounters per supported S-NSSAI and subcounters per supported PLMN ID.
5.1.1.2.7
Mean UL PRB used for data traffic 

a)
This measurement provides the number of physical resource blocks (PRBs) in average used in uplink for data traffic. The measurement is optionally split into subcounters per QoS level (mapped 5QI or QCI in NR option 3) and subcounters per supported S-NSSAI and subcounters per supported PLMN ID.


Meanwhile, in TS 38.314, the concept of “QoS level” had been explained as follows:
All the per DRB per cell measurements and per DRB per UE measurements can be aggregated into per QoS level per cell and per PLMN ID per cell by network implementation. All the performance measurements for gNB defined in TS 28.552 [2] 5.1 can be calculated into per PLMN ID level by network implementation. Per QoS level refers to per mapped 5QI for NR SA or per QCI for EN-DC.

Additionally, TS 38.314 specified some performance measurement per DRB, e.g. the UL/DL packet delay, packet loss rate, PRB usage for MIMO. Examplary definition of the performance measurement is shown as follows:
	The RAN part of DL packet delay measurement comprises:

-
D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552 [2] 5.1.1.1.1.

-
D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552 [2] 5.1.3.3.3.

-
D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552 [2] 5.1.3.3.2.

-
D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552 [2] 5.1.3.3.1.

The DL packet delay measurements, i.e. D1 (the DL delay in over-the-air interface ), D2 (the DL delay in gNB-DU), D3 (the DL delay on F1-U) and D4 (the DL delay in CU-UP), should be measured per DRB per UE.

NOTE:
The delay measurements D1, D2 and D4 are also applicable for EUTRA in case of EN-DC related DL delay measurements on the MN side.

The RAN part (including UE) of UL packet delay measurement comprises:

-
D1 (UL PDCP packet average delay, as defined in clause 4.3.1.1).

-
D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2).

-
D2.2 (average RLC packet delay, as defined in 4.2.1.2.3).

-
D2.3 (average delay UL on F1-U, it is measured using the same metric as the average delay DL on F1-U defined in TS 28.552 [2] clause 5.1.3.3.2).

-
D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4).




Table 4.2.1.5.1-1: Definition for Packet Uu Loss Rate in the DL per DRB per UE
	Definition
	Uu Packet Loss Rate in the DL per DRB per UE. One packet corresponds to one RLC SDU. The measurement is done separately per DRB.
Detailed Definition:
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, where
explanations can be found in the table 4.2.1.5.1-2 below.


Table 4.2.1.7.1-1: Definition for PDSCH PRB Usage for MIMO in the DL per cell

	Definition
	PDSCH PRB Usage for MIMO in the DL per cell is calculated in the time-frequency domain.

Detailed Definition:
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where

explanations can be found in the table 4.2.1.7.1-2 below.


Hence, in our understanding, it is feasible for RAN to estimate congestion information, e.g. according to the existing performance measurement, e.g. PRB usage, per DRB in downlink and uplink directions, without additional impact on UE. However, for per QoS flow measurement, current performance measurement cannot work well. Therefore, additional UE impact will be introduced in order to estimate congestion information per QoS flow in UL.
Proposal 1: RAN2 can reply to SA2 LS as follows:

It is feasible for RAN to estimate congestion information, e.g. according to the existing performance measurement, e.g. PRB usage, per DRB in downlink and uplink directions, without additional impact on UE. However, for per QoS flow measurement, current performance measurement cannot work well. Therefore, additional UE impact will be introduced in order to estimate congestion information per QoS flow in UL.
2.2 
PDU sets based DRB mapping
SA2 Latest Input of PDU sets
As shown in SA2 LS, PDU Set based QoS framework is defined in SA2 as follows:
	· In KI#4&5 (PDU Set based QoS framework), SA2 has been discussing the extension of the 5GS QoS framework to support the efficient handling of PDU Set, mainly including PDU Set identification and PDU Set level QoS. SA2 has agreed to send to the gNB the information captured in TR 23.700-60 clause 8 (see agreed pCR S2-2209938).


Parameter of PDU sets in SA2 TR Conclusion
	8.X.2.1 PDU Set Information

The following PDU Set related information may be identified by UPF to support PDU Set based handling:

-  PDU Set Identifier
NOTE:
Neighbor PDU Sets in sequence will use different PDU Set identifiers.

-  Optional, Start PDU and End PDU of the PDU Set

-  PDU SN within a PDU Set
-  Optional, PDU Set Size

NOTE:
Either PDU Set Size expressed in bytes or PDU Set Size expressed as number of PDUs, needs further determined.

NOTE:
Either one among Start/End PDU of the PDU Set and Number of PDUs within a PDU Set needs to be supported.

-
PDU Set Importance

Editor’s Note: Which above PDU Set information parameters is optional is FFS.



And in last RAN2 meeting, some conclusions were agreed and captured in the draft TR 38.835 as follows: 
	In order to handle PDUs efficiently in both UL and DL, the following information would be useful:

Semi-static information provided by the CN:

-
The PDU-Set Delay Budget (PSDB);

-
The PDU-Set Error Rate (PSER);

-
Traffic parameters (e.g. periodicity);

-
Jitter information (e.g. range).

Dynamic information:

-
The PDUs belonging to a PDU set (this includes the means to determine at least the PDU set boundaries);

-
The PDUs belonging to a Data Burst.

When a certain number of PDUs of a PDU set are known to be required by the application layer to use the corresponding unit of information (for instance due to the absence or limitations of error concealment techniques, see TR 26.926 [6]), as soon as the number of PDUs known to be lost exceeds this number, the remaining PDUs of that PDU set are no longer needed by the application and may be subject to discard operation (see subclause 5.3.2).


2.3 

Usage of Parameters of PDU sets on XR
2.3.1 PDU Set integrated packet handling and Differentiated PDU Set Handling
Packets in such a PDU Set are always decoded / handled as a whole. For example, an I-Frame of 4K video can be more than 1MB which means around 1000 IP packets are needed to deliver it, and be decoded together in the client. Considering such dependencies between the packets within the PDU set, that is, the frame/video frame/slice/tile can only be decoded in case all packets are successfully received, gNB should be aware of the PDU set and handle packets of one PDU Set in an integrated manner. When one or some PDUs fail to be transmitted, the whole PDU Set can be dropped. In this way, gNB may perform packet scheduling of interactive media service with high efficiency. Or else, gNB may randomly drop packet (s) but try to deliver other packets of the same PDU set which are useless to the client to successfully decode the frame or video slice/tile and thus reduce the scheduling efficiency and lead poor user experience.
-
Identify the PDU Set and transmit packets of a PDU Set in an integrated manner.

-
Optionally receive and execute PDU Set level packet handling/treatment policy parameters.
Specifically, it can evaluate in both DL and UL ways respectively:

· For DL, after identification of PDU Sets in CN side, the UPF can add PDU Set associated information into the GTP-U headers of DL packets or notify the information through signalling as the way of assistant information of TSN, in order to assist RAN for PDU Set integrated QoS handling. However, how the RAN to perform corresponding QoS handlings with the granularity of PDU Set, i.e., the PDU Set integrated packet handling and Differentiated PDU Set Handling is left to network implementation. A exemplary is that through such information, the RAN can determine the PDU Set boundaries and prioritize the PDU set integrated scheduling, as well as can decide to drop the remaining PDUs belonging to the same PDU Set if one key PDUs was lost, e.g. I frame. Similarly, the use of RPS-SN allows the RAN to drop all dependent PDU Sets if the Reference PDU Set has not been transmitted successfully. And the detail handling on PDU/PDU Sets dropping is illustrated in [2].
· For UL, the UE can allocate PDU Set ID based on the detection rules and then provide the PDU Set ID in each uplink packet to the RAN node. For example, finer grained UL scheduling information report can be realized. Then how the gNB to prioritize the UL inter-UE XR services even with same service priority (i.e. the priority of the logical channel for the XR service) taking the frame integration into account is left to network implementation, except some indication for service cancellation similar to specified in IIOT/URLLC. However, for the UL intra-UE prioritization the enhancement of taking the frame integration into account and the behaviour of dropping the remaining PDUs belonging to the same PDU Set if one key PDUs was lost, e.g. I frame, requires the specification work in MAC layer, even PDCP layer.

Observation 1: For DL, how RAN to perform corresponding QoS handlings with the granularity of PDU Set, i.e., PDU Set integrated packet handling and Differentiated PDU Set Handling is left to network implementation. 

Observation 2: For UL, how the gNB to prioritize the UL inter-UE XR services even with same service priority  taking the frame integration into account is left to network implementation, except some indication for service cancellation similar to specified in IIOT/URLLC.  
Obviously, the new information associated with PDU-Set can facilitate the PDU Set integrated packet handling and Differentiated PDU Set Handling, which can affect XR experience and radio resource management efficiency. To enable the gNB having the knowledge of the information associated with PDU-Set, the key issues are what kind of information is needed for gNB and how gNB to achieve them. 
Proposal 2: It is proposed to study the necessary to introduce some cancellation-like indications for service in UL similar to that specified in IIOT/URLLC based on PDU-Set information.
2.3.2 Impact on DRX and CG for XR traffic
As we know, the traffic characteristics for VR, CG, and AR applications can be summarized in general as follows:

· XR traffic is quasi periodic and is possible to vary depending on the radio condition an load of network and user status
·  Deterministic inter-arrival time plus random jitter following truncated Gaussian distribution within limited range

· XR periodicity is non-integer and recurrent:

· E.g. k/F*1000 [ms] in case of the frame rate {30, 60, 90, 120 } fps, k (=1, 2, 3….)
· Irregular intervals and variable size
· XR frames are large and fragmented in multiple packets 
·  Typically, an XR frame is split into tens of IP packets (MTU=1500byte) 
· Packet Delay Budget (PDB) is counted for the entire XR frame instead of a single IP packet 
·  PDB of 10ms or 15ms for the whole XR frame (i.e., for the whole burst of IP packets) depending on the application
· Delayed delivery of a single fragment cause the delay (and possibly the loss) of the entire frame 
·  A delayed delivery and potential drop of a frame may affect the next frame as well
· High data rate, including UL for AR services
· Simultaneous transmission of video stream and control/pose traffic over the same end-to-end connection.
According to this traffic characteristics, in order to save UE power consumption and improve the capacity, C-DRX configurations can be tailored based on periodicity of DL/UL traffics, the ON-Duration can more match the timing of periodical packet arrival and PDCCH-based dynamic scheduling, hence the UE’s PDCCH detection activities can be optimized based on the knowledge of the information associated with PDU-Set or data bursts of XR traffics.
Specifically, if the UE can be allowed stop monitoring PDCCH in the OFF-Duration as it does not expect packet arrival in such time occasions. As RAN1 agreed that dynamic scheduling is an important resource allocation tool for XR applications in DL, while configured scheduling via CG can be more important and useful in practice in UL. Moreover, due to the quasi-periodical nature of XR traffics, configured grant of periodic radio resources usage enable the UE to obtain PDSCH/PUSCH without frequent monitoring PDCCH to detect the available radio resources and omitting the SR/BSR procedures. Therefore, it is practical for XR traffic to usage the pattern information of PDU set or data bursts to tailor the configuration of DRX and configured grant to more appropriate and matching the XR traffic patterns, including the setting of periodicity of DRX cycle and CG, the PDCCH monitoring occasions in ON-Duration and start-off in CG and addressing the non-integer periodicity issues.

Proposal 3: it is proposed to utilize the pattern information of XR PDU set or data bursts to tailor the configuration of DRX and configured grant to enable them more appropriate and matching the XR traffic patterns, including the setting of periodicity of DRX cycle and CG, the PDCCH monitoring occasions in ON-Duration and start-off in CG and addressing the non-integer periodicity issues.

2.4 XR Traffic QoS Mapping in RAN
There is multiple associated data streams per-application with different QoS requirements, which cannot be well supported by the existing 5G QoS. For example, the basic unit of the stream is a “Group of Pictures”, made up of three frame types: I, B, and P. I-frames (intra) are completely self-contained frames, which are compressed using intra-frame techniques only, meaning that the information stored is complete enough to decode the frame without reference to any adjacent frames. Whereas, for B (bi-directional) and P (predictive) pictures, however, only “difference information” (frame-to-frame changes) is stored, this generates much less data. Some pictures can only be reconstructed by referring to the I-pictures around them, which is why the different picture types are grouped into GOPs. And in [1], it is mentioned that:
	Editor’s Note: Whether PDU Set importance is used for mapping different QoS Flows, sub-QoS Flows, or included in GTP-U header is FFS. (Potential SoH)


And in the draft TR, candidates are captured as follows:
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	Editor's Note: the mapping of PDU sets on QoS flows is up to SA2 and it is FFS how DRB(s) is/are mapped to LCH(s) for each of the alternatives.


Comparison on the candidate options:

1) Option 111 and option NN1 can enable the differentiated processing on PDU Sets with different QoS requirement by enhaced the QoS mapping rule, which is only depends on the work of SA2 and CT1, without RAN impact. But for NN1, Providing different QoS for the types of PDU sets (i.e. QoS flows) multiplexed in a single DRB is currently not possible.
2) Option N11 and option N1N are difficult for gNB to differentiate the process of PDU Sets with different QoS requirement. Handling multiple associated data streams per-application with different QoS requirements in equate manner means overprovision with radio resource. Overprovisioning goes against the philosophy of XR-enabled networks where the objective is to leverage the different QoS requirement nature of the multiple data streams with high data rate and low latency, in order to allow for very high traffic throughput and system capacity. Furthermore, for option N1N, to map one single QoS flow onto multiple DRBs is currently not possible, impacting on current QoS framework. Additionally, for option N11 and NN1, RAN2 needs to discuss whether to handle the given QoS flow in some other protocol layer, for example, different logical channels/RLC entities associated with a given DRB mapped to QoS flow with different 5QI.
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Figure 1: Different logical channels/RLC entities associated with a given DRB mapped to different 5QI/importance within a single QoS flows
Proposal 4: RAN2 need study the necessity of handling different logical channels/RLC entities associated with a given DRB mapped to a single QoS flow with different 5QI.
2.5 Traffic flow without PDU set
As we summarized in [4], the XR traffic types can be classified into four main types. The following table will provide insights into each of them, and the UL pose/control traffic is a kind of traffic flow without PDU set.
	XR Traffic Type

XR Traffic Characteristic
	DL XR traffic
(Single Stream Model)
	DL XR traffic
(Multi-stream Model)

· The AR DL stream(s) has/have the same models as VR DL stream model
	UL pose/control traffic
	UL VR/CG traffic


	
	
	Slice-based:I-Stream
	Slice-based:P-Stream
	GOP-based:I-Stream
	GOP-based:P-Stream
	
	

	Packet size
	Packet size is variable, which is determined by the given data rates and frame rates,  following truncated Gaussian distribution
	Truncated Gaussian distribution
	100 byte
	mean packet size = R×1e6 / F / 8, STD/Min/Max=10.5/50/150%)
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	Packet Arrival
	The average packet arrival periodicity is given by the inverse of the frame rate, e.g., 16.6667ms = 1/60fps. The periodic arrival without jitter gives the arrival time at gNB for packet with index k (=1,2,3….) as k/F*1000 [ms].

In a real system, the varying frame encoding delay and network transfer time introduces jitter in packet arrival time, which is modelled as a random variable following truncated Gaussian distribution with range [-4,4] ms added on top of periodic arrivals:

offset + k/F*1000 + J [ms]
	Both streams are periodic at 60 fps with the same jitter model as for single stream.
	Follow the GOP structure, where GOP size K = 8 with the same jitter model as for single stream.
	Periodicity is 4 ms, without jitter
	

	Packet delay budget
	The value of PDB may vary for different applications and traffic types.


	10ms
	10ms
	10ms
	10ms
	10ms
	30ms, 10 ms or 15 ms or 60ms 

	Packet success rate requirement
	95%, 99%(Baseline values),99.99%, etc.
	99%
	99%
	99%
	99%
	99%
	99%

	Average data rate per stream
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It is indicated that the typical periodicity of the UL pose control traffic is 4 ms, without jitter. In this case, TSCAI (Time Sensitive Communication Assistance Information) can be reused to provide the Application profile, e.g. traffic periodicity and PDU size, to the RAN via NGAP-CP signaling.
Proposal 5: TSCAI (Time Sensitive Communication Assistance Information) can be reused to provide the Application profile of traffic flow without PDU set, e.g. traffic periodicity and PDU size, to the RAN via NGAP-CP signaling.
3 Conclusions

Proposal 1: RAN2 can reply to SA2 LS as follows:

It is feasible for RAN to estimate congestion information, e.g. according to the existing performance measurement, e.g. PRB usage, per DRB in downlink and uplink directions, without additional impact on UE. However, for per QoS flow measurement, current performance measurement cannot work well. Therefore, additional UE impact will be introduced in order to estimate congestion information per QoS flow in UL.
Proposal 2: It is proposed to study the necessary to introduce some cancellation-like indications for service in UL similar to that specified in IIOT/URLLC based on PDU-Set information.

Proposal 3: it is proposed to utilize the pattern information of XR PDU set or data bursts to tailor the configuration of DRX and configured grant to enable them more appropriate and matching the XR traffic patterns, including the setting of periodicity of DRX cycle and CG, the PDCCH monitoring occasions in ON-Duration and start-off in CG and addressing the non-integer periodicity issues.

Proposal 4: RAN2 need study the necessity of handling different logical channels/RLC entities associated with a given DRB mapped to a single QoS flow with different 5QI.
Proposal 5: TSCAI (Time Sensitive Communication Assistance Information) can be reused to provide the Application profile of traffic flow without PDU set, e.g. traffic periodicity and PDU size, to the RAN via NGAP-CP signaling.
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