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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1], with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The study will serve to identify what is required for an adequate AI/ML model characterization and description establishing pertinent notation for discussions and subsequent evaluations. Various levels of collaboration between the gNB and UE are identified and considered. Specification impact will be assessed to improve the overall understanding of what would be required to enable AI/ML techniques for the air interface.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in [1,2] relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

The SI further defines responsibility for different WGs for accessing potential specification impacts [1,2], whereas the RAN2 study access protocols aspects of the potential specification impacts, as mentioned below:
1) […]
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level-specific specification impact per use case 

Note that many of the RAN1 discussions are still in progress. RAN2 study starts with the progress that has been made in RAN1#109-e [3], RAN1#110 [4], and RAN1#110-bis [5] on
· General principles
· Working list of terminologies
· Network-UE collaboration levels
· Model selection, activation, deactivation, switching, and fallback
· Model monitoring, and others

In RAN2#119bis-emeeting [6], RAN2 made initial agreements on 
· Organization aspects,
· Assumptions on supported model types 
· The assumption on method for identifying the model
· Assumptions on model delivery methods 

In this contribution, we will discuss different topics relevant to the general AI/ML framework.   
2. Protocols design aspects 
As described in the SID [1, 2], RAN2 should access protocol-related specification impact considering the progress in RAN1 as the reference. This agenda item is expected to 

“Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification of Models, other framework aspects, impact on RAN2 and in general.”

In this contribution paper, we will take RAN1 agreements (in RAN1#109-e, RAN1#110, RAN1#110bis) and RAN2 agreements (in RAN2#119bis-e) meeting agreements to discuss potential architecture, framework, signaling, and procedural aspects. In the contribution paper, we discuss the following,
1. Allocation of functionalities to entities,
2. Data collection for model training, update, inference, monitoring, switching
3. Identification of model ID and its usage
4. Model delivery method
5. Signaling requirements for model selection, activation, deactivation, switching, and fallback
2.1	Allocation of functionalities to entities 
In RAN2#119bis-emeeting [3], RAN2 discussed functionalities mapping to different network entities. RAN2 also noted that many of the functionality mappings to the entities will depend upon the RAN1 progress. Note that offline training and update can happen at the over-the-top (OTT) servers. Therefore, the OTT server should be included as an entity for functionalities mapping. 

Observation 1: Offline training and update can happen at the over-the-top (OTT) servers.

Proposal 1: The OTT server should be included as an entity for functionalities mapping.   

Note that the actual functionalities mapping to the entities will depend on RAN1 and RAN2 progress. Therefore, RAN2 should first discuss the required functional blocks before developing mapping between functionalities and entities. The required functional blocks are determined per procedure, e.g., RAN2 can determine which functional blocks are required for data collection, model management, and others. 

Observation 2: The mapping between functionalities and entities will depend on the RAN1 and RAN2 agreements on,
· Required functionalities,
· How different functions are handled, e.g., offline vs online. 

Proposal 2: RAN2 is requested to determine functional blocks per procedure, e.g., RAN2 should determine which functional blocks are required for data collection, model management, etc.
2.2	Data collection for model training, inference, update, monitoring, and switching 
In RAN1#110bis-emeeting [5], RAN1 concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements, and potential specification impact. Note that different purposes of data collection aspects have different requirements. For example, existing MDT collection techniques may not work for data collection for model training, update, and non-real-time monitoring. The existing data collection techniques' primary purpose is to collect data for the optimization of already deployed features. Therefore, if a feature is deployed in let us say rel-16, then the data collection aspects are discussed and deployed in future releases, let us say rel-17 or later. 

Observation 3: In RAN1#110bis-emeeting [5], RAN1 concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. 

Observation 4: The existing data collection techniques' primary purpose is to collect data for the optimization of already deployed features.

Existing data collection techniques may not be suitable for AI/ML training, updates, and non-real-time monitoring. For an AI/ML model or feature to be deployed in the network, the first step is to collect data for the development of models. Furthermore, during the development of the model for an AI/ML feature using offline training, the required input, their normalization, and other properties of the data may not be well defined. Therefore, for the data collection for offline model training, update, and non-real-time monitoring, a new framework may need to be developed that can support flexibility in data collection when data may not be pre-defined. 

Observation 5: For an AI/ML model or feature to be deployed in the network, the first step is to collect data for the development of models using offline training.

Observation 6: During the development of the model, the type and properties of AI/ML model input data may not be pre-defined. 

Observation 7: Existing data collection framework is not suitable for offline AI/ML training.

Proposal 3: RAN2 should consider a new data collection framework for collecting required data for AI/ML offline training.

Proposal 4: The new data collection framework should also apply to data collection for model updates, and non-real-time monitoring (in particular for retraining).
2.2.1	Data collection for model training, update, and non-real-time monitoring
As previously discussed, for model training, updates, and non-real-time monitoring, RAN2 may need to develop a new framework for data collection. The possible options for data collection for the aforementioned purposes are the following,
· User plane method
· Control plane method (existing data collection methods, e.g., immediate or logged MDT)

Observation 8: The following options can be discussed for data collection for model training, updates, and non-real-time monitoring,
· User plane method 
· Control Plane method (existing data collection methods, e.g., immediate or logged MDT)

Next, we look into the pros and cons of these methods to determine what can be the best option for data collection for model training, updates, and non-real-time monitoring. 

	Data collection method
	Pros
	Cons

	User plane method 
	· Collected data may not need to be pre-defined  
· Can leverage existing platforms such as open APIS for data collection and storage 
	

	Control plane method (existing data collection methods, e.g., immediate or logged MDT)
	
	· During the model development, required data may not be defined yet. 
· significant system impacts across RAN and OAM, and therefore not flexible to support new use cases



Observation 9: User plane-based data collection methods, enable the following advantages
· Data collection when the collected data is not pre-defined, and
· Leveraging existing platforms such as open APIs for the collection and storage of data

Observation 10: The existing control plane data collection methods, e.g., immediate or logged MDT, are not suitable for data collection for offline model training, updating, and non-real-time monitoring due to the following limitations
· During the model development, required data may not be defined yet
· C-plane updates for data collection have significant system impacts across RAN and OAM, and therefore not flexible to support new use cases  

Proposal 5: For the data collection for the model training, updates, and non-real-time monitoring, the user plane-based data collection methods should be considered.
2.2.2	Data collection for model inference, real-time monitoring, and switching  
Note that during model inference, real-time monitoring, and switching data properties need to be well-defined, such that UEs can cross-verify the properties of inference and monitoring data during the AI/ML-based operations. During real-time operations, the required data for inference, switching, or real-time monitoring need to be made available by a certain deadline. However, data collection, reporting, and processing are significantly hard to achieve on a tight deadline. Therefore, requirements for data collection for inference, real-time monitoring, and switching need to be evaluated case-by-case.  
Observation 11: The requirement for data collection for model inference, real-time monitoring, and switching needs to be evaluated and justified first by each use case.

Proposal 6: Wait for RAN1 to evaluate the requirement for data collection for model inference, real-time monitoring, and switching for each use case.
2.3	Supported AI/ML model format and methods for identifying AI/ML model
2.3.1 	Supported AI/ML model format 
In RAN2#119bis-emeeting, RAN2 made the assumption that for existing (under discussion) AI/ML use cases, proprietary models may be supported, and/or open format may be supported. However, note that RAN1 use cases (e.g., CSF feedback, beam management, and positioning accuracy enhancements) in [1,2] are time-critical, i.e., they are expected to run with a very tight time budget. Therefore, it needs to be ensured that model outputs are produced for usage in a timely fashion. To ensure these requirements, a model may need to be optimized for the target device, i.e., the model implementation should be able to exploit the internal implementations of CPU, GPU, accelerator, and other resources. 

Observation 12: RAN1 use cases (e.g., CSF feedback, beam management, and positioning accuracy enhancements) are time-critical and may pose significant constraints to the modem for meeting the required deadline and computing resources.

Let us consider the pros and cons of the proprietary and network configurable models in the below table to determine which model format can meet the performance requirements of RAN1 use cases.

	Model format
	Pros
	Cons

	Proprietary model
	· Models are highly optimized for the target devices for meeting the performance requirements of the AI/ML use case
· Optimizes internal implementation of UE hardware to achieve this
· Safeguards against unexpected UE behaviors as the model goes through rigorous testing
	

	Network configured model
	
	· May require UE to compile the model locally 
· Models are not optimized for the target devices. May fail in meeting the performance requirements of the AI/ML use case
· Random models may result in “undefined UE behavior”



Observation 13: Network configurable models (i.e., standardized models) cannot be optimized for the target device, may fail to meet the performance requirements of the AI/ML use case, or worse, result in undefined UE behavior.  

Proprietary models on the other hand can be highly optimized to meet the performance requirements of the existing AI/ML use cases (use case under RAN1 discussion). As previously discussed, this is also ensured through rigorous factory testing. 

Proposal 7: Models need to be highly optimized for the target device utilizing the UE internal implementation by the UE vendor before deployment.

Moreover, the UE may not be expected to compile a model locally. The compilation process is CPU intensive and requires tools that are better optimized offline. Therefore, a compiled model may need to be delivered to the UE for inference.   

Observation 14: UEs may not be capable of compiling AI/ML models locally. 

Proposal 8: A model may be converted into an executable before delivery to the UE.

Proposal 9: For the existing (under discussion) RAN1 AI/ML use cases, a standardized model format cannot be supported due to the limitations and use case requirements. 
2.3.2 	Uses of model ID during the operations
In RAN2#119bis-emeeting [6], RAN2 agreed,
R2 assumes that a model is identified by a model ID. Its usage is FFS. 

In RAN1#110bis-emeeting, RAN1 agreed,

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations 
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality-based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Note that once a model is identified by the model ID, the identity can be used for various purposes. During the UE capability, UE can indicate the IDs of the supported model to the network, the network can configure UEs using the model IDs, UE can download the model using the model ID information, the network can initiate switching, activation, deactivation, and fallback using the model IDs, etc.

Proposal 10: Model ID is used at least during the following procedures 
· UE capabilities; for uniquely identifying supported models at the UE per feature
· Configuration; network configures a model or a set of models per feature using model IDs
· Model switching, activation, and deactivation during inference operation using model ID
2.4 	AI/ML model update and delivery methods 
2.4.1 	AI/ML model update
As discussed previously, the existing RAN1 use cases may require models to be optimized for the target devices. Therefore, models should be updated offline such that the updated model remains optimized for the target device. Furthermore, the updated model should also pass-through rigorous testing such that the performance requirement of the AI/ML use case can be ensured. 

Proposal 11: Model update should happen offline such that the updated model remains optimized for the target device and model performance for the AI/ML use case can be ensured through rigorous testing.  
2.4.2	AI/ML model transfer/delivery 
In RAN2#119bis-emeeting [6], RAN2 made the following agreement for model delivery 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.
 
Let us consider the user plane and control method for model delivery, as illustrated in the figure below. Note that the RRCReconfiguration message for handover is sent when the channel quality of the serving cell starts going bad. During mobility in the poor channel condition, different AI/ML model delivery methods may have the following impacts
· AI/ML model is included in the configuration message: it will make the RRCReconfiguration message significantly large. Many a time it may result in radio link failure, as the large configuration file may not be successfully delivered in poor channel condition in a timely fashion. 
· AI/ML model is sent in another configuration message while the handover command is sent in the RRCReconfiugration message: If the model is not transmitted successfully before the handover initialization, then AI/ML model needs to be transmitted again in the new cell. Note that upon handover control plane is terminated with the source gNB and initiated with the target gNB. Therefore, segments transmitted from the source gNB are considered lost, unless and otherwise, the target gNB retrieves the information about which segments have been successfully transmitted to the UE from the source cell. This will induce xN signaling overhead. 
· AI/ML model is configured in the RRCReconfiguration, and AI/ML model is delivered to the UE using the user plane: it alleviates the probability of radio link failure and at the same time achieves seamless model delivery across gNBs. As the model delivery is between UE and the centralized server, then even in the case of handover failure or radio link failure, upon the connection establishment the model delivery can resume with the need for transmitting already received segments at the UE. 

Observation 15: During mobility in the poor channel condition, different AI/ML model delivery methods may have the following impacts
· AI/ML model is included in the configuration message: it will make the RRCReconfiguration message significantly large. Many a time it may result in radio link failure, as the large configuration file may not be successfully delivered in poor channel condition in a timely fashion. 
· AI/ML model is sent in another configuration message while the handover command is sent in the RRCReconfiugration message: If the model is not transmitted successfully before the handover initialization the entire AI/ML model needs to be retransmitted in the new cell.
· AI/ML model is configured in the RRCReconfiguration, and AI/ML model is delivered to the UE using the user plane: it alleviates the probability of radio link failure and at the same time achieves seamless model delivery across gNBs. 
[image: ]


Let us further capture the pros and cons of user plane and control plane-based methods in the table below. 

	Model delivery method
	Pros 
	Cons

	AI/ML models are delivered on runtime over the user-plane

	· The RRCReconfiguration message remains small
· Support seamless model delivery during handover 
· Can achieve desired QoS requirements associated with model delivery 
	

	AI/ML models are delivered on runtime over the control plane

	
	· Significantly high control plane overhead 
· Processing load during mobility at the gNB for delivering the model consuming critical radio resources at the gNB.  
· AI/ML model delivery should not block other high-priority control messages. 
· In particular, during the mobility, the model delivery using C-plane should be avoided as the channel condition may already be poor. 
· An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. 
· gNB would have to store all the models for delivery as opposed to u-plane which supports centralized storage across many gNBs for the same model



Observation 16: AI/ML model delivery over the control plane has the following issues:
· Significantly high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery.  
· Processing load during mobility at the gNB for delivering the model; associated with model segmentation and acknowledgment procedures. This may consume critical radio resources at the gNB.  
· Transmission of the configuration message containing the AI/ML model should not block other high-priority control messages. Therefore, any SRBs (e.g., SRB0, SRB1, and SRB3) carrying configuration messages should not be used for model transfer/delivery.
· In particular, during the mobility, the model should not be included in the RRCReconfiguration message as the channel condition may already be poor (in general, when RRCReconfiguration carrying handover command is sent channel may already be poor). We may want to avoid sending large configuration messages (containing AI/ML models) in such poor channel conditions.  
· An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. 
· gNB would have to store all the models for delivery as opposed to u-plane which supports centralized storage across many gNBs for the same model

Observation 17: Model delivery over user-plane 
· The RRCReconfiguration message remains small, therefore lower HoF or RLF when AI/ML model is included in RRCReconfiguration.
· Support seamless model delivery during handover, incomplete model transfer does not need to be restarted during mobility.   
· Can achieve desired QoS requirements associated with model delivery 

Proposal 12: RAN2 should study methods for delivery models over user-plane. 
2.5	Model monitoring, and activation, deactivation, or switching procedures 
Once AI/ML Models are deployed and operational, we may want to monitor their performance and applicability. This will allow model activation, deactivation, and switching based on monitoring the performance and applicability of the model. Reasons for model monitoring may include:
· Data-driven models may not have a performance guarantee.
· Data distribution may shift after deployment due to e.g., environmental changes
· A family of models has been deployed, and we want to make the model selection decision (i.e., the decision on which model among a family of models to use for inference) based on the performance and the applicability of the model
· Over time, models and/or their parameters may be updated by further engineering without indicating the change to the network.
· Models may not have been fully developed at the time of initial UE deployment
  
Note that model performance and applicability can be monitored at the UE or the network. Model activation, deactivation, or switching may be performed based on model monitoring results. For example, the network can configure UE to monitor the model and send a report or allow performing model switching or (de)activation when certain events meet. A few examples of such events can be reporting when model performance falls below a configured threshold, when the UE environment changes (e.g., when UE moves from indoor to outdoor, or vice versa), etc.  Similarly, the network (e.g., gNB) can monitor the model performance and applicability of the model, and send an indication for model activation, deactivation, or switching. The 3GPP standard should allow model monitoring at both UE and gNB.

In RAN1#110bis-emeeting [5], RAN1 made the following agreements

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
2.5.1 UE-sided model
Let us first consider the one-sided model on the UE side and consider the mechanism “Decision by network mechanism” as the baseline for the discussion of different signaling requirements.  

2.5.1.1	Decision by the network and network initiated 
During the configuration, the network may configure a single model or a family of models per feature. As discussed previously, the configuration can include model IDs and UE may download the model using the user plane. The network may evaluate model activation, deactivation, and fallback conditions and send the indication for model activation, deactivation, and fallback using MAC CE. For model switching, the network may need to first evaluate switching conditions, perform model selection, and thereafter can send an indication or reconfigure UE.


Proposal 13: When the decision is made by the network and network-initiated model activation, deactivation, and fallback, 
· The network can send the indication for model activation, deactivation, and fallback using MAC CE.

Proposal 14: Model switching (decided and initiated by the network) involves the following procedures
· Determination of the switching condition 
· Model selection based on the determined condition 
· Indication or configuration depending on whether the required model is available or not for switching  

Proposal 15: Model switching (decided and initiated by the network) is performed using MAC CE or RRC (Re-)Configuration. 

2.5.1.2	Decision by the network and UE initiated 
To initiate model switching, activation, deactivation, and fallback, the UE can evaluate the conditions and perform model selection. UE can send the UE Assistance Information to the network for requesting model activation, deactivation, and fallback per AI/ML use case. For model switching or to initiate an AI/ML-based procedure, the UE can provide the preferred model IDs per feature. Upon the reception of the request, the network can make appropriate decisions. 

 
Proposal 16: When the decision is made by the network and UE initiates model switching, activation, deactivation, and fallback, 
· The UE can send UE Assistance Information for requesting model switching, activation, deactivation, and fallback per AI/ML use case if required. 

Proposal 17: When the decision is made by the network and UE initiates model switching, then UE can provide the following in UE assistance information,
· Preferred model ID per feature.

Proposal 18: Consider the procedures/signaling required for model selection, switching, activation, deactivation, and fallback for the one-sided model with the decision by the network, 
· As the baseline for developing the required signaling/procedures for other one-sided and two-sided model selection, switching, activation, deactivation, and fallback mechanisms.
3. Conclusion 
Observation 1: Offline training and update can happen at the over-the-top (OTT) servers.

Proposal 1: The OTT server should be included as an entity for functionalities mapping.   

Observation 2: The mapping between functionalities and entities will depend on the RAN1 and RAN2 agreements on,
· Required functionalities,
· How different functions are handled, e.g., offline vs online. 

Proposal 2: RAN2 is requested to determine functional blocks per procedure, e.g., RAN2 should determine which functional blocks are required for data collection, model management, etc.

Observation 3: In RAN1#110bis-emeeting [5], RAN1 concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. 

Observation 4: The existing data collection techniques' primary purpose is to collect data for the optimization of already deployed features.

Observation 5: For an AI/ML model or feature to be deployed in the network, the first step is to collect data for the development of models using offline training.

Observation 6: During the development of the model, the type and properties of AI/ML model input data may not be pre-defined. 

Observation 7: Existing data collection framework is not suitable for offline AI/ML training.

Proposal 3: RAN2 should consider a new data collection framework for collecting required data for AI/ML offline training.

Proposal 4: The new data collection framework should also apply to data collection for model updates, and non-real-time monitoring (in particular for retraining).

Observation 8: The following options can be discussed for data collection for model training, updates, and non-real-time monitoring,
· User plane method 
· Control Plane method (existing data collection methods, e.g., immediate or logged MDT)

Observation 9: User plane-based data collection methods, enable the following advantages
· Data collection when the collected data is not pre-defined, and
· Leveraging existing platforms such as open APIs for the collection and storage of data

Observation 10: The existing control plane data collection methods, e.g., immediate or logged MDT, are not suitable for data collection for offline model training, updating, and non-real-time monitoring due to the following limitations
· During the model development, required data may not be defined yet
· C-plane updates for data collection have significant system impacts across RAN and OAM, and therefore not flexible to support new use cases  

Proposal 5: For the data collection for the model training, updates, and non-real-time monitoring, the user plane-based data collection methods should be considered.

Observation 11: The requirement for data collection for model inference, real-time monitoring, and switching needs to be evaluated and justified first by each use case.

Proposal 6: Wait for RAN1 to evaluate the requirement for data collection for model inference, real-time monitoring, and switching for each use case.

Observation 12: RAN1 use cases (e.g., CSF feedback, beam management, and positioning accuracy enhancements) are time-critical and may pose significant constraints to the modem for meeting the required deadline and computing resources.

Proposal 7: Models need to be highly optimized for the target device utilizing the UE internal implementation by the UE vendor before deployment.

Observation 14: UEs may not be capable of compiling AI/ML models locally. 

Proposal 8: A model may be converted into an executable before delivery to the UE.

Proposal 9: For the existing (under discussion) RAN1 AI/ML use cases, a standardized model format cannot be supported due to the limitations and use case requirements. 

Proposal 10: Model ID is used at least during the following procedures 
· UE capabilities; for uniquely identifying supported models at the UE per feature
· Configuration; network configures a model or a set of models per feature using model IDs
· Model switching, activation, and deactivation during inference operation using model ID

Proposal 11: Model update should happen offline such that the updated model remains optimized for the target device and model performance for the AI/ML use case can be ensured through rigorous testing.  

Observation 15: During mobility in the poor channel condition, different AI/ML model delivery methods may have the following impacts
· AI/ML model is included in the configuration message: it will make the RRCReconfiguration message significantly large. Many a time it may result in radio link failure, as the large configuration file may not be successfully delivered in poor channel condition in a timely fashion. 
· AI/ML model is sent in another configuration message while the handover command is sent in the RRCReconfiugration message: If the model is not transmitted successfully before the handover initialization the entire AI/ML model needs to be retransmitted in the new cell.
· AI/ML model is configured in the RRCReconfiguration, and AI/ML model is delivered to the UE using the user plane: it alleviates the probability of radio link failure and at the same time achieves seamless model delivery across gNBs. 

Observation 16: AI/ML model delivery over the control plane has the following issues:
· Significantly high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery.  
· Processing load during mobility at the gNB for delivering the model; associated with model segmentation and acknowledgment procedures. This may consume critical radio resources at the gNB.  
· Transmission of the configuration message containing the AI/ML model should not block other high-priority control messages. Therefore, any SRBs (e.g., SRB0, SRB1, and SRB3) carrying configuration messages should not be used for model transfer/delivery.
· In particular, during the mobility, the model should not be included in the RRCReconfiguration message as the channel condition may already be poor (in general, when RRCReconfiguration carrying handover command is sent channel may already be poor). We may want to avoid sending large configuration messages (containing AI/ML models) in such poor channel conditions.  
· An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. 
· gNB would have to store all the models for delivery as opposed to u-plane which supports centralized storage across many gNBs for the same model

Observation 17: Model delivery over user-plane 
· The RRCReconfiguration message remains small, therefore lower HoF or RLF when AI/ML model is included in RRCReconfiguration.
· Support seamless model delivery during handover, incomplete model transfer does not need to be restarted during mobility.   
· Can achieve desired QoS requirements associated with model delivery 

Proposal 12: RAN2 should study methods for delivery models over user-plane. 

Proposal 13: When the decision is made by the network and network-initiated model activation, deactivation, and fallback, 
· The network can send the indication for model activation, deactivation, and fallback using MAC CE.

Proposal 14: Model switching (decided and initiated by the network) involves the following procedures
· Determination of the switching condition 
· Model selection based on the determined condition 
· Indication or configuration depending on whether the required model is available or not for switching  

Proposal 15: Model switching (decided and initiated by the network) is performed using MAC CE or RRC (Re-)Configuration. 

Proposal 16: When the decision is made by the network and UE initiates model switching, activation, deactivation, and fallback, 
· The UE can send UE Assistance Information for requesting model switching, activation, deactivation, and fallback per AI/ML use case if required. 

Proposal 17: When the decision is made by the network and UE initiates model switching, then UE can provide the following in UE assistance information,
· Preferred model ID per feature.

Proposal 18: Consider the procedures/signaling required for model selection, switching, activation, deactivation, and fallback for the one-sided model with the decision by the network, 
· As the baseline for developing the required signaling/procedures for other one-sided and two-sided model selection, switching, activation, deactivation, and fallback mechanisms.
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