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1 Introduction
In RAN2#119bis-e[1], RAN2 discussed some issues on AI/Ml methods for NR air interface, including terminology, collaboration, model format, model delivery, etc. The following agreements were achieved:
	Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed
R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.


In this contribution, we discuss potential impacts on AI/ML for NR air interface.
2 Discussion
RAN1 has been studying some general aspects of AI/ML framework since RAN1#109-e, including high-level principle, network-UE collaboration, life cycle management (LCM), etc. In this contribution, we share the RAN1 agreements on the general AI/ML framework, and further analysis on the potential RAN2 impacts for these aspects.
2.1 High-level principle
	RAN1#109-e Agreements
1) As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
2) Where AI/ML functionality resides depends on specific use cases and sub-use cases.
3) RAN1 discussion should focus on network-UE interaction.
a. AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.


Based on the RAN1 agreements, RAN1 focuses on network-UE interaction and the AI/ML functionality mapping within the network is up to RAN2/RAN3. Considering no RAN3 work expected in SI phase and AI/ML functionality resides depends on specific use case and sub-use case, RAN2 can discuss this issue per (sub-)use case.
Proposal 1: RAN2 to discuss AI/ML functionality mapping within the network per (sub-)use case.
2.3 Network-UE collaboration
	RAN1#109-e Agreements
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
RAN1#110bis-e Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.
RAN1#110bis-e Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)


Based on RAN1 discussion, Level x is up to implementation and will not introduce any enhancements (e.g., LCM related signalling, RS) for AI/ML operation. Thus, Level x has no specific impacts on spec. For Level y-z boundary, RAN1 assumes to define Level y-z boundary based on whether model delivery is transparent to 3GPP signalling over the air interface or not, and level y includes cases without model delivery. In our understanding, Level y needs to define signaling related to AI/ML operation, which may include control signaling for model training, monitoring, inference, etc., but does not involve the explicit model structure or parameters information. On the basis of Level y, Level z further supports model transfer between network and UE, including explicit model structure and parameters of AI/ML models. We think the AI/ML related signaling introduced for Level y is also introduced for Level z. The details of model structure and parameters can wait for RAN1 discussion.
Observation 1: Level x is an implementation-based solution without any dedicated AI/ML-specific enhancement between network and UE.
Observation 2: Level y-z boundary is whether model delivery is transparent to 3GPP signalling over the air interface or not.
Observation 3: The AI/ML related signaling introduced for Level y is also introduced for Level z.
From RAN2 perspective, the signaling procedure depends a lot on details of collaboration levels and model transfer. Based on above analysis, RAN2 can use Level y as start point for discussion considering the signaling of Level y is a subset of Level z. 
Proposal 2: RAN2 prioritizes the AI/ML related procedure and signaling for collaboration Level y, and then discuss for Level z based on RAN1 progress.
2.4 Life Cycle Management
RAN1 studied the components of Life Cycle Management and achieved following agreements. 
	RAN1 Agreements
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


As illustrated in TR 37.817 [2] of AI/ML for NG-RAN, a functional framework for RAN intelligence is shown as Fig.1. RAN1 takes it as starting point for discussion on general framework for AI/ML for NR air interface, and most components of Life Cycle Management agreed by RAN1 have already been reflected in the functional framework for RAN intelligence. 


Fig. 1 Functional Framework for RAN Intelligence
From RAN2 perspective, we can take the functional framework for RAN Intelligence and agreements on Life Cycle Management in RAN1 as baseline for further discussion. The details for each component can wait for RAN1’s progress. 
Proposal 3: RAN2 take the functional framework for RAN Intelligence and agreements on Life Cycle Management in RAN1 as baseline for further discussion.
Since RAN1 has no common understanding on Model registration and Model configuration, RAN2 should postpone the discussion on Model registration and Model configuration until RAN1 clarifies the definition.
Proposal 4: RAN2 postpone the discussion on Model registration and model configuration until RAN1 clarifies the definition.
For model ID, RAN2 assumes that a model is identified by a model ID but its usage is FFS in last meeting. RAN1 also agreed to study LCM procedure on the basis that an AI/ML model has a model ID, and support multiple AI models for the same functionality. So we think the model ID can be used at least for model switching and/or selection.  
	RAN1#110bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
RAN1#110bis-e Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


Proposal 5: RAN2 assumes that model ID can be used at least for model switching and/or selection.
For data collection, It may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. And each may be done with different requirements and potential specification impact. In addition, we understand that the different data should be collected for different use case. Therefore, data collection can be discussed per LCM procedure per use case.
Proposal 6: Data collection can be discussed per use case for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc.
For model selection, activation, deactivation, switching and fallback, RAN1 agreed to study the network-based and UE-based mechanism at least for UE sided model and two-sided model. In our understanding, for network-based mechanism, how the network indicates model selection, activation, deactivation, switching and fallback to the UE, or how the UE requests to the network may have impacts on RAN2. For UE-based mechanism, how the network configures the trigger event to the UE, or how the UE report the decision to the network also have RAN2 impacts.
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


Observation 4: The mechanisms for model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models may have potential impacts on RAN2.
However, if the UE performs model selection, activation, deactivation, switching and fallback autonomously, and UE’s decision is not reported to the network, it seems no impacts on RAN2 and is up to UE implementation. Anyway, more discussion is needed in RAN1, and RAN2 can discuss this based on RAN1’s progress.
Proposal 7: RAN2 can discuss the signaling and protocol impacts on model selection, activation, deactivation, switching and fallback based on RAN1’s progress.

3	Conclusion
Here are the observations and proposals for AI/ML for NR air interface.
High-level principle:
Proposal 1: RAN2 to discuss AI/ML functionality mapping within the network per (sub-)use case.
Network-UE collaboration:
Observation 1: Level x is an implementation-based solution without any dedicated AI/ML-specific enhancement between network and UE.
Observation 2: Level y-z boundary is whether model delivery is transparent to 3GPP signalling over the air interface or not.
Observation 3: The AI/ML related signaling introduced for Level y is also introduced for Level z.
Proposal 2: RAN2 prioritizes the AI/ML related procedure and signaling for collaboration Level y, and then discuss for Level z based on RAN1 progress.
Life Cycle Management:
Proposal 3: RAN2 take the functional framework for RAN Intelligence and agreements on Life Cycle Management in RAN1 as baseline for further discussion.
Proposal 4: RAN2 postpone the discussion on Model registration and model configuration until RAN1 clarifies the definition.
Proposal 5: RAN2 assumes that model ID can be used at least for model switching and/or selection.
Proposal 6: Data collection can be discussed per use case for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc.
Observation 4: The mechanisms for model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models may have potential impacts on RAN2.
Proposal 7: RAN2 can discuss the signaling and protocol impacts on model selection, activation, deactivation, switching and fallback based on RAN1’s progress.
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