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1. Introduction
In Rel-18, it is decided that the the AI/ML would be studied for air-interface, to reach the target, the following objective is defined in the study item:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.


2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
Note: O-RAN have an entity and introduce a new entity and interface. In 3GPP, the O-RAN structure is not introduced. The AI/ML based function is still in scope of the 3GPP structure..


Regarding RAN2 work as indicated in the SID, the RAN2 discussion shall be started after RAN1 have a sufficient progress on the study of the use cases. However, those discussions of use cases and corresponding evalutation are still ongoing in RAN1 and until now there is no sufficient information are made for RAN2 discussion. So in this meeting, RAN2 can start the some discussion for common aspect of the AI study in order to ease the futher use case discussion once there is sufficient information can be derived from RAN1.
The main target of this contribution intents to start some initial discussion on the general aspects of the AI study in RAN2.
2. [bookmark: _Toc12718547]Discussion
2.0 The general introduction of current situation of the AI/ML for PHY
At the recent stage, the performance evaluation of the AI model for each use case is a drain on the most of the RAN1’s energy, and there is no sufficient information for each use case can be provided for RAN2 study, However, RAN1 have defined a number of functionalitis for AI/ML as shown below:
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Among above functionalities of life cycle management(LCM), some of them can be discussed based on the current information from RAN1, for instance, data collection,model training, model inference, model transfer. While some of them need to be waiting for more input from RAN1, for example, UE capability, and model configuration. 
From RAN2 perspective, it is rational to firstly discuss the functionalities in LCM and conclude the potential RAN2 impact of each functionality.
Observation 1: Given that there is no sufficient progress on the use case study in RAN1, RAN2 can start studying on the functionalities of AI/ML LCM and conclude the potential impacted logical layer/entity.

2.1 Life Cycle Management
For studying the life cycle management and generalize the potential RAN2 impact from each functionality of LCM, we think the involved logical entity/layer shall be identified.And then RAN2 impact can be analyzed based on the identified logical entity/layer by considering the use case.
[bookmark: _GoBack]Proposal 0: For generalizing the potential RAN2 (Specification) impact from each functionality in LCM, the involved logical entity/layer for each functionality shall be studied at first.

2.1.0 Data Collection
Definition: A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference.
Generally speaking, data collection is a procedure that is to collect the data for model trainning, model inference, model monitoring. In our understanding, the data collection can be either proprietory (i.e. 3GPP-transparent) way or 3GPP-Specified way.
As an intial discussion, for model training, the data collection can be either 3GPP-transparent or 3GPP-specified, it depends on the training type, for the offline trainning, the data collection is 3GPP-transparenet and while for online training, the data collection is 3GPP specified.
As for the model inference, the data collection is mainly used for collecting the input data for model inference when the AI model is activated, which shall be 3GPP specified.
As for the model monitoring, the data collection is mainly used for collecting the data for comparing the output of the model inference to test how the model is when the AI model is activated for some kind of AI based feature. It shall be 3GPP specified as well.
Proposal 1: Data collection can be either 3GPP-transparent or 3GPP-specified:
· For model training, the data collection is 3GPP transparent for offline training while the data collection is 3GPP-specified for online training.
· For model inference, the data collection is 3GPP-specified.
· For model monitoring, the data collection is 3GPP-specified.
2.1.1  Modle training
Definition: A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs.
From the data used for model trainning perspective, the model training can ba catagorized into online training, offline training. 
From RAN2 perspective, offline training means NW/UE cannot be aware of when the model is training in the opposite side, and NW/UE dose not need provide special traninng data to the UE/NW for trainning the model. The whole process of the model training at one side is transparent to the other side.
Regarding the online training, in our understanding, NW/UE shall provide some sepcific trainning data for UE/NW to train the model online. The whole process of the model training at one side is not transparent to the other side.
Above all, in our understanding, offline training is 3GPP-transparent while the online training is 3GPP-specified.
Proposal 2: For the model traininng, the offline trainning is 3GPP-transparent while the online training is 3GPP-Specified.
From the online training, The model training is catagorized into on-UE training and on-NW training.
Regarding the on-NW training, the mapped logical entity can be gNB, CN, and OAM. The actual logical entity for model training shall be determined as per use case. For instance, for the use case which need high complexity model, the OAM might be a good choice which can provide the adequate computing and storage capability, while for the use case which only needs light-size but a fine AI model, the gNB and CN is a good choice. Additionally, it is also dependent on which entity is able to collect the data for model training. Hence, we propose that:
Proposal 3: For online training on NW side, the functionality mapping can be gNB, CN, OAM, the actual logical entity for model training is determined as per use case.
Regarding the on-UE training, the mapped logical layer can be AS layer, NAS layer, and App layer (Proprietary Cloud). The actual logical layer for model training shall be determined as per use case which has a similar reason as NW case.
Proposal 4: For online training on UE side, the functionality mapping can be AS layer, NAS layer, App layer (Proprietary Cloud), the actual logical layer for model training is determind as per use case.
In our understanding, the logical entity/layer that is in charge of the model training shall be in charge of maintaining AI model as well, for example, provide the storage for trained, un-trained, partially-trained AI model.
Proposal 5: The logical entity/layer that is in charge of the model training shall be reponsible for maintaining the AI model as well (e.g. be a storage for storing the AI model).
2.1.2  Model inference
Definition: A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.
Model inference is to generate the output based on the input which is orignally collected by the logical layer which generate the input data. Consider the use cases on the table (i.e. CSI feedback/Beam management/Positioning) have a requirement of low delay, so we understand, the logical entity in charge of the AI model inference shall be the same one which is in charge of the input data collection and/or output data application so that the delay caused by the transferring the input and output is avoided. For example, for the NW-side model inferernce for beam management, the DU is in charge of the input data of model inference collection and output data of model inference application , and then the DU shall be the logical entity in charge of the model inference at NW side for beam mangement.
Proposal 6: The root principle for selecting the logical entity/layer mapping to model inference functionality is that the logical entity/layer in charge of the model inference shall be the one that is in charge of collecting input data of model inference and applying the output data of model inference.
With the root principle present in proposal 3, the NW-side model inference for three use cases can be mapping to DU (e.g. for use case of beam manangement and CSI feedback) or LMF (e.g. for use case of positioning enhancement). And the UE-side model inference for three use cases can be PHY layer (e.g. for use case of beam manangement or CSI feedback or assisted AI positioning) or NAS layer (e.g. for use case of direct positioning enhancement).  
Proposal 7: For Network-side model, the functionality mapping can be either DU or LMF, the actual logical entity for model inference is use case specific.
Proposal 8: For UE-side model, the functionality mapping can be either PHY layer or NAS layer, the actual logical layer for model inference is use case specific.
2.1.3 Model transfer
Definition: Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
According to the definition of model transfer, the air interface will be used for deliverying the AI/ML model between gNB and UE, thus for transmission with air interface, either DRB or SRB could be used. 
Observation 2: Either SRB or DRB would be used for transfering AI model between UE and NW via air-interface. 
However, as proposal 5, the AI/ML model will be stored at the logical entity/layer of model training functionality, so the two ends of the model transfer would be the gNB/CN/OAM at NW side and the AS layer/NAS layer/APP layer at UE side.
Assuming the SRB is used for model transfer, the RRC message or NAS message which connects UE AS layer with gNB or connects UE NAS layer with CN respectively. 
Assuming the DRB is used for model transfer, it can connect the OAM at NW side with the App layer at UE side.
So according to above analysis, there are three types of model transfer model:
· gNB centric
· CN centric
· Cloud(OAM) centric
[image: ]
If we go for gNB centric and CN centric, the SRB would be used for model transfer. If we go for cloud centric, the DRB would be used for model transfer, and hence the gNB centric may have RAN2/RAN3 impact,and CN centric may have RAN2/RAN3/SA2 impact, the cloud centric have no specification impact.
In addition, as we proposed in proposal 5, the logical layer/entity in charge of the model training also need maintain the AI model, so the AI model is generally transferred between the logical entities in charge of the model training functionality at NW side and the logical layer in charge of the model training functionality at UE side. Since the logical entity in charge model training is use case specific, the model transfer method shall be use case specific as well.
Proposal 9: For implementing the model transfer between NW and UE, there are three options:
· Option 1: gNB-centric model transfer: SRB would be used for model transfer via air interface connecting the AS layer of UE with the gNB at NW side.
· Option 2: CN-centric model transfer: SRB would be used for model transfer via air interface to connecting the NAS layer of UE with the CN at NW side.
· Option 3: Cloud-centric model transfer: DRB would be used for model transfer via interface to connecting the app layer (Proprietary Cloud) of UE with the OAM at NW side.
The actual option shall be determined as per use case that supports model transfer.

2.1.4  Model Dynamic Operation
Model Dynamic operation includes the model activation/deactivation/switching and fallback operation.
Usually, the model activation/deactivation/switching functionality may be mapping to the PHY/MAC/RRC layer at UE side, and DU/CU at NW side. The AI model activation/deactivation/switch can be sent via DCI/UCI, DL/UL MAC CE or RRC signaling respectively.
Proposal 10: The AI model activation/deactivation functionality shall be mapping to the PHY, MAC, or RRC layer at UE side , the DU or CU at NW side correspondingly , that is, the AI model activation/deactivation/switching can be sent via DCI/UCI, DL/UL MAC CE, or RRC signaling respectively. The actual logical layer for AI model activation/deactivation shall be determined as per use case. 
In our understanding, if there is no any AI modle for one AI based feature is activated, it means the non-AI based feature shall be applied (i.e. legacy feature), so the fallback opeation would be triggered as the following proposal:
Proposal 11: The AI based feature shall fallback to the legacy feature if the AI model for an AI based feature is deactivated and there is no any other AI model for such AI based feature is activated simultaneously.

2.1.5  Model Monitoring
Definition: A procedure that monitors the inference performance of the AI/ML model.
In our understanding, the logical entity/layer in charge of the AI/ML model inference can directly obtain the actual value from the real wireless environment and inference output. we propose:
Proposal 12: The logical entities/layers in charge of the model inference shall take charge of the model monitoring as well.
The performance evaluation would be provided as an evidence for AI model operation, for example, AI model deactivation, fine-tuning, retraining, etc.
Proposal 13: The outcome of the model monitoring can be considerred as one of the conditions for determining the operation of an activated AI model (e.g. deactivation, re-training, fine-tuning, etc)

2.1.6  Model Registration
In LCM, it can be seen that the AI model registration is in the square bracket which means it is still under RAN1 discussion whether this should be needed for LCM or not. However, in our nuderstanding, this functionality also can be discussed in RAN2 since the registration is quite relate to the NW performance. . 
Observation 3: RAN1 have discussed the AI model registration but no conclusion has been achieved yet.
According to the SID, the AI model is prorietary from 3GPP perspecitve, UE vendor, NW vendor and operator can develop their own AI model for different use cases, however, NW have no idea about the performance and effectiveness of the AI model developped by UE vendor, which means, NW activate a unknown AI model at UE side may result in the degradation of NW performance.
Observation 4: One AI model can be developed by different vendors e.g. UE vendor, NW vendor, operator. One AI model developped by one group is proprietary from 3GPP perspective so that the performance and effectiveness of such AI model is unknown for other groups.
In addition, one AI model is not universal to the variated wireless environment, it is hard for UE to report the some kind parameter to describe the performance of an AI model to the gNB if UE have not enough samples for AI model test at local.
Observation 5: One AI model cannot always perform well due to the time-space variated wireless environment. And there is no way for UE to describe the performance of an AI model to the gNB if UE have not enough sampels at local place to test AI model.
Therefore, the AI/ML model developped by the UE shall be tested by the NW when the UE stepping into a cell range, if the AI/ML model pass the test of NW , it can be applied then. So we propose:  
Proposal 14: Support to introduce the AI/ML model registration, and the following definition of model registration can be referred:
AI/ML model registration is a procedure by which the AI model on UE-training is authorized by NW before to be implemented in the reality.
The detail of AI/ML model registration design is FFS.
3. Conclusion and proposals 
With the above analysis, we have the following conclusions and proposals:
General
Observation 1: Given that there is no sufficient progress on the use case study in RAN1, RAN2 can start studying on the functionalities of AI/ML LCM and conclude the potential impacted logical layer/entity

Life Cycle management
Proposal 0: For generalizing the potential RAN2 (Specification) impact from each functionality in LCM, the involved logical entity/layer for each functionality shall be studied at first.
Data Collection
Proposal 1: Data collection can be either 3GPP-transparent or 3GPP-specified:
· For model training, the data collection is 3GPP transparent for offline training while the data collection is 3GPP-specified for online training.
· For model inference, the data collection is 3GPP-specified.
· For model monitoring, the data collection is 3GPP-specified.

Model training:
Proposal 2: For the model traininng, the offline trainning is 3GPP-transparent while the online training is 3GPP-Specified.
Proposal 3: For online training on NW side, the functionality mapping can be gNB, CN, OAM, the actual logical entity for model training is determined as per use case.
Proposal 4: For online training on UE side, the functionality mapping can be AS layer, NAS layer, App layer (Proprietary Cloud), the actual logical layer for model training is determind as per use case.
Proposal 5: The logical entity/layer that is in charge of the model training shall be reponsible for maintaining the AI model as well (e.g. be a storage for storing the AI model).

Model inference
Proposal 6: The root principle for selecting the logical entity/layer mapping to model inference functionality is that the logical entity/layer in charge of the model inference shall be the one that is in charge of collecting input data of model inference and applying the output data of model inference.
Proposal 7: For Network-side model, the functionality mapping can be either DU or LMF, the actual logical entity for model inference is use case specific.
Proposal 8: For UE-side model, the functionality mapping can be either PHY layer or NAS layer, the actual logical layer for model inference is use case specific.

Model transfer
Observation 2: Either SRB or DRB would be used for transfering AI model between UE and NW via air-interface.
Proposal 9: For implementing the model transfer between NW and UE, there are three options:
· Option 1: gNB-centric model transfer: SRB would be used for model transfer via air interface connecting the AS layer of UE with the gNB at NW side.
· Option 2: CN-centric model transfer: SRB would be used for model transfer via air interface to connecting the NAS layer of UE with the CN at NW side.
· Option 3: Cloud-centric model transfer: DRB would be used for model transfer via interface to connecting the app layer (Proprietary Cloud) of UE with the OAM at NW side.
The actual option shall be determined as per use case that supports model transfer.

Model dynamic opertaion
Proposal 10: The AI model activation/deactivation functionality shall be mapping to the PHY, MAC, or RRC layer at UE side , the DU or CU at NW side , that is, the AI model activation/deactivation/switching can be sent via DCI/UCI, DL/UL MAC CE, or RRC signaling respectively. The actual logical layer for AI model activation/deactivation shall be determined as per use case.
Proposal 11: The AI based feature shall fallback to the legacy feature if the AI model for an AI based feature is deactivated and there is no any other AI model for such AI based feature is activated simultaneously.

Model Monitoring
Proposal 12: The logical entities/layers in charge of the model inference shall take charge of the model monitoring as well.
Proposal 13: The outcome of the model monitoring can be considerred as one of the conditions for determining the operation of an activated AI model (e.g. deactivation, re-training, fine-tuning, etc)

Model registration
Observation 3: RAN1 have discussed the AI model registration but no conclusion has been achieved yet.
Observation 4: One AI model can be developed by different vendors e.g. UE vendor, NW vendor, operator. One AI model developped by one group is proprietary from 3GPP perspective so that the performance and effectiveness of such AI model is unknown for other groups.
Observation 5: One AI model cannot always perform well due to the time-space variated wireless environment. And there is no way for UE to describe the performance of an AI model to the gNB if UE have not enough sampels at local place to test AI model.
Proposal 14: Support to introduce the AI/ML model registration, and the following definition of model registration can be referred:
AI/ML model registration is a procedure by which the AI model on UE-training is authorized by NW before to be implemented in the reality.
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