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1. Introduction

In SA2 SI for XR, the key issue #3 is 5GS information exposure for XR/media enhancement. SA2 has sent an LS ([1]) to RAN2 and RAN3 to share the progress, as well as to ask RAN2 feedback on two questions, as excerpted as follows:
	· In KI#3 (Network exposure), SA2 has been studying what information is useful for the purpose of enablement of rate adaptation at application and how that can be exposed by 5GS to the server and agreed the conclusions in TR 23.700-60 clause 8 (see pCR S2-2209977 and S2-2209978). The purpose of rate adaptation is to reduce the influx of data to keep the buffer/queue length level low which gives low latency.
Two variants of L4S marking are considered: (1) L4S marking in the NG-RAN node and (2) L4S marking by the PSA UPF based on information provided by NG-RAN. SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

· Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.

· Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 


In this contribution, we will provide our views on the two questions asked by SA2.

2. Discussion
RAN is a shared system, which provides data transmission service to the UEs connecting to the RAN node. Technically speaking, the congestion level at RAN may be determined by multiple elements, including e.g. the available radio resources, the number of served UEs connecting to the same RAN node, the data volume to be transmitted per UE, instantaneous air interface environment, as well as the scheduling policy adopted by the RAN node, etc.
For downlink direction, all the relevant elements which may affect RAN congestion can be well perceived by the RAN node or are under the RAN’s control. For example, the downlink data to be transmitted for a UE is buffered at the RAN node at DRB level. In other words, for each UE, the RAN node has a clear knowledge about the data volume per DRB. Besides, the RAN node knows the downlink channel conditions of each UE, according to UE’s CSI feedback. In TDD system, the RAN node can also derive the downlink channel condition based on UE’s SRS due to channel reciprocity. For other elements, e.g. the radio resources and the scheduling policy, the usage are under the control of RAN node. 
Observation: All the relevant elements which may affect RAN congestion can be well perceived by the RAN node.

Based on the perception of the essential elements which may affect RAN congestion, the RAN node has the capability to estimate the congestion level of each DRB for downlink transmission. As for the detailed estimation method, it is up to network implementation. Hence, from our point of view, it is feasible for RAN to estimate congestion information per DRB in downlink direction.
As for per QoS flow congestion level evaluation, if only one QoS flow is mapped to a single DRB, then there is no difference between the per QoS flow congestion level and the per DRB congestion level. In the case that multiple QoS flows are mapped to the same DRB, all the QoS flows mapped to the same DRB get the same QoS treatment, as clarified in the following highlighted sentence which is excerpted from [2]. 
	Note 3: Currently, for some measurements defined in TS 28.552, they are defined per mapped 5QI level (a single 5QI mapped to a DRB). From RAN2 point of view, mapping between 5QI and DRB in NR might be many to one, so there may be alternative ways to do the measurement, e.g. perform measurements by DRB level. RAN2 understanding is that all QoS flows mapped to one DRB get the same QoS treatment.


Based on the above clarification, we think per QoS flow congestion information can be reflected by the congestion information of the DRB which the QoS flow is mapped to. Thus, it is feasible for RAN to estimate congestion information per QoS flow in downlink direction.

For uplink direction, one difference with downlink is that the data to be transmitted is buffered at the UE side at per DRB level. The UE can report the buffer status at per LCG level to the RAN node according to the BSR procedure [3]. In real cases, the UE has no need to be configured with too many DRBs. From RAN implementation’s perspective, the RAN can implement one-to-one mapping between DRBs and LCGs. Thus, the RAN node can well track the UE’s buffer status at DRB level. Afterwards, the RAN node can derive the congestion level in uplink per DRB. All the uplink QoS flows mapped to the same DRB can be viewed to have the same congestion level.
Based on the above analysis, we propose to reply to SA2 that it is feasible for RAN to estimate congestion information per QoS flow and per DRB in both downlink and uplink directions. 

Proposal 1: Reply to SA2 that it is feasible for RAN to estimate congestion information per QoS flow and per DRB in downlink and uplink directions.
For the second question asked by SA2, we think the legacy standard methods can be used for the RAN node to estimate congestion information without additional UE impacts, e.g. to map each DRB to separate LCG, etc. We propose to reply that it is feasible for RAN to estimate congestion information per QoS flow and per DRB in uplink without UE impacts.
Proposal 2: Reply to SA2 that it is feasible for RAN to estimate congestion information per QoS flow, per DRB in uplink without UE impacts.
3. Conclusion

In this contribution, we have discussed the questions enquired by SA2 for congestion level estimation by RAN, and made the following observation and proposals:
Observation: All the relevant element which may affect RAN congestion can be well perceived by the RAN node.
Proposal 1: Reply to SA2 that it is feasible for RAN to estimate congestion information per QoS flow and per DRB in downlink and uplink directions.
Proposal 2: Reply to SA2 that it is feasible for RAN to estimate congestion information per QoS flow and per DRB in uplink without UE impacts.
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