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1	Introduction
[bookmark: _Ref178064866]This paper will discuss MRO enhancement for SCG failure and fast MCG recovery further. 
2	MRO for SCG Failure and fast MCG recovery

In this part we discuss the scenarios in which the MCG and/or SCG failures occur.
For all MR-DC scenarios, E-UTRAN changes should be kept to minimum, and the focus of Rel-18 should be only NR. This WI is SON enhancement for NR and at the first step we need to focus on NR-DC scenarios rather than other technologies for MR-DC e.g., EN-DC/NE-DC. Thus, we request RAN2 to prioritize NR-DC scenarios and if time allows, we can consider impacts on other technologies for MR-DC e.g., ENDC/NEDC.
[bookmark: _Toc110963450][bookmark: _Toc118379059]RAN2 deprioritizes NE-DC / EN-DC scenarios for SCG failure information report.
Moreover, one of SCG failure scenarios is due to sub-optimal CPA/CPC configuration in NR-DC. Thus, we think, we should prioritize CPAC related optimization in MR-DC failure scenarios stemming from sub-optimal CPAC configurations.
[bookmark: _Toc118379060]RAN2 prioritizes CPAC related optimization for SCG Failure information.

2.1 MRO enhancements for SCG failure 
According to the previous discussion of R17-MRO for SCG failure information, the SCGFailureInformation message can also be used to carry the CPA/CPC failure related information. Moreover, the UE is still attached to the MN and the CPAC configurations e.g., candidate PSCell list and execution conditions, exist in the UE context in the MN also source/target SN. 
[bookmark: _Toc118379074]While the UE transmits SCGFailureInformation the CPAC configurations e.g., candidate PSCell list and execution conditions exist in the UE context in the network.
Therefore, the UE does not need to report the CPAC related network configuration (e.g., specific candidate PSCell list and the execution conditions) to the MN.
[bookmark: _Toc118379061]UE does not need to log CPAC configurations in the SCGFailureInformation.
However, in our opinion at the time of SCG failure there exist some information and measurements at the UE (not available at the network side) that are valuable for the network and CPAC configuration optimization. Some examples are
CPAC status i.e., 
· the time elapsed between reception of CPAC configuration and the CPAC execution​
· the time duration elapsed between fulfilling the two CPAC execution events e.g., A3 and A5 events
· the first fulfilled event e.g., A3 or A5 events 
Other useful information at the time of SCG Failure can be the status of the MCG i.e., how close to failure is the MCG leg. This can be deduced by reporting the following information.
· The MCG timers such as t310 and t312 values if they are running at the time of SCG Failure.
· RLC retransmission counter value

[bookmark: _Toc118379075]At the time of SCGFailureInformation transmission, it is useful if the UE reports the MCG status e.g., whether MCG is close to failure by reporting T310 or T312 values if running at the MCG leg.

Hence, in our opinion, the UE status that does not exist in UE context in the network, should be reported by the UE for SON enhancement in SCGFailureInformation message.
[bookmark: _Toc118379062]UE reports the following information in SCGFailureInformation message:
· [bookmark: _Toc118379063]The time elapsed between reception of CPAC configuration and the CPAC execution​
· [bookmark: _Toc118379064]The time elapsed between the two CPAC execution events e.g., A3 and A5 
· [bookmark: _Toc118379065]The first fulfilled event e.g., A3 or A5
· [bookmark: _Toc118379066]the MCG timers such as t310 and t312 values if they are running
· [bookmark: _Toc118379067]RLF retransmission counter value

2.2 MRO enhancements for fast MCG recovery
The RLF report is generated upon MCG failure. According to TS 38.331 (version 17.1.0), the RLF report is deleted upon successful MCG recovery. This is shown in the following excerpt from the specification.
[bookmark: _Toc100929562]5.3.5.5.2	Reconfiguration with sync
The UE shall perform the following actions to execute a reconfiguration with sync.
1>	if the AS security is not activated, perform the actions upon going to RRC_IDLE as specified in 5.3.11 with the release cause 'other' upon which the procedure ends;
1>	if no DAPS bearer is configured:
2>	stop timer T310 for the corresponding SpCell, if running;
1>	if this procedure is executed for the MCG:
2>	if timer T316 is running;
3>	stop timer T316;
3>	clear the information included in VarRLF-Report, if any;








In our opinion, the RLF report can be kept by the UE for a successful MCG recovery to report the MCG failure recovery status to the network. For example, keeping the RLF report after the successful MCG recovery enables the UE to log the time spent for a successful MCG recovery that is useful for the sake of T316 timer optimization. Moreover, the UE indicates the RLF availability in the following RRCReconfigurationComplete and other RRC complete messages. Hence, we propose the following:

[bookmark: _Toc118379068]UE does not delete the RLF report upon successful MCG recovery.

[bookmark: _Toc118379069]Upon successful MCG recovery, the UE logs the time spent from initiation of MCG recovery to a successful MCG recovery (time of stopping T316) in the RLF report.
In general, the fast MCG recovery fails due to the T316 expiry or being unable to recover from the SCG leg that occurs either when the SCG has been already deactivated by the network or when the SCG is suspended.
In our opinion, when UE detects the MCG failure recovery cause in dual connectivity operation (MR-DC operation), UE shall store both SCG and MCG related information at the time of RLF and report such information to the network via RLF report. Later, when RLF report is fetched by the network, the network realizes that the UE was in dual connectivity (DC) operation, MCG recovery procedure was unsuccessful due to either t316 expiry or SCG deactivation/suspension. Such information can be used by the network node to optimize its DC configuration in such a way allowing the UE to use the MCG link recovery procedure via SCG.  In light of the above, we propose:

[bookmark: _Toc118379070]Upon MCG recovery failure, the UE logs the followings in the RLF report:
· [bookmark: _Toc118379071]the time of fast MCG recovery failure (T316 timer value)
· [bookmark: _Toc118379072]SCG failure cause
· [bookmark: _Toc118379073]SCG deactivated/suspended indication

Conclusion
In the previous sections we made the following observations: 

Observation 1	While the UE transmits SCGFailureInformation the CPAC configurations e.g., candidate PSCell list and execution conditions exist in the UE context in the network.
Observation 2	At the time of SCGFailureInformation transmission, it is useful if the UE reports the MCG status e.g., whether MCG is close to failure by reporting T310 or T312 values if running at the MCG leg.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 deprioritizes NE-DC / EN-DC scenarios for SCG failure information report.
Proposal 2	RAN2 prioritizes CPAC related optimization for SCG Failure information.
Proposal 3	UE does not need to log CPAC configurations in the SCGFailureInformation.
Proposal 4	UE reports the following information in SCGFailureInformation message:
	The time elapsed between reception of CPAC configuration and the CPAC execution​
	The time elapsed between the two CPAC execution events e.g., A3 and A5
	The first fulfilled event e.g., A3 or A5
	the MCG timers such as t310 and t312 values if they are running
	RLF retransmission counter value
Proposal 5	UE does not delete the RLF report upon successful MCG recovery.
Proposal 6	Upon successful MCG recovery, the UE logs the time spent from initiation of MCG recovery to a successful MCG recovery (time of stopping T316) in the RLF report.
Proposal 7	Upon MCG recovery failure, the UE logs the followings in the RLF report:
	the time of fast MCG recovery failure (T316 timer value)
	SCG failure cause
	SCG deactivated/suspended indication

[bookmark: _In-sequence_SDU_delivery]
