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Introduction
In continuation of the 3GPP work on XR in RAN1 and SA4 in Rel-17, RAN has approved a RAN2-led study item on XR enhancements for NR in Rel-18 [1]. According to the study item description, RAN2 should study how XR awareness can help aid XR-specific traffic handling. 
	The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 
1.  Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.



RAN2#119 agreed to discuss assistance information for scheduling and packet discarding to improve XR capacity, wherein RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before). RAN2#119bis-e had an online discussion on PDU Discard and reached some agreements with respect to the PDCP transmitter in the UE, as shown below.
	RAN2#119bis-e Agreements
For UE transmitter, the PDCP discard should be performed per PDU set basis. 
For UE transmitter, The PDCP discard is managed per SDU for PDU set, the PDCP entity discards all PDCP SDUs associated with the PDU set.
SDAP maps each data packet in a PDU set to a single PDCP SDU, as in legacy (i.e. each PDU is only mapped to a single SDU).
HARQ and RLC re-/transmissions for XR traffic are done as in legacy (i.e. they are not based on XR PDU sets).  




RAN2#120 will discuss how to handle PDU discarding of XR traffic, e.g., whether new discard timers are needed, how to handle PDU discard in PDCP and/or RLC, and to which extent existing PDU discard mechanisms are sufficient. This contribution aims to discuss some of our views on how XR awareness may impact PDU discarding of XR traffic. We start by discussing the impact of packet discarding to the PDCP receiver and propose enhancements to minimize the PDCP reordering delay. 
Discussion
Minimizing the PDCP Reordering Delay
XR operation may support a packet discard option where PDUs can be discarded on a more regular basis compared to legacy NR such that packet discarding may no longer be considered an abnormal event. In the current PDCP operation the discarding of a PDCP SDU already associated with a PDCP SN causes a SN gap in the transmitted PDCP Data PDUs. This increases the PDCP reordering delay in the receiving PDCP entity. XR on the other hand requires low delay and low processing overhead, and the use of system resources (including memory at the PDCP receiver) should be minimized. 
While packet discarding typically affects the transmitter, enhancements at the receiver side are worth considering as well. In particular, enhancements to reduce the PDCP reordering delay would be desirable. If the receiver is unaware of packet discarding at the transmitter, how long would it wait for a packet that never comes? Until the reordering timer expires. So, if the receiver can be aware of the packet discarding event at the transmitter it can gracefully handle the situation, for example, by excluding those SNs from the reordering process. Moreover, a SN gap can trigger certain actions in the receiver (e.g., the receiver may infer lost packets and/or call some optimization routine). Such behavior is not desired for PDUs intentionally discarded in XR. Therefore, it might be good to inform the receiver. 
Based on RAN2 agreements in the last meeting, a portion of packets (complete PDU Sets or certain PDUs of a PDU Set) may be discarded at PDCP level. To assist the reordering function at the PDCP receiver a Discard Marker (or an indication of a SN gap) can be used to inform the receiver of packets discarded at the transmitter to minimize the PDCP reordering delay at the receiver. The range of discarded SNs could be identified based on a separate discard indication. Alternatively, the SN gap could be identified based on the presence of Start PDU and/or End PDU for the PDU Set in the PDU Set Information of a user plane packet header. 
Based on awareness of the packet discard the PDCP receiver can consider the last SN before packet discard and the next SN after packet discard as in-sequence (i.e., without considering the SN gap). The PDCP receiver, using a Discard Marker or the discard signalling received, accounts as part of receive operation for PDUs discarded by the transmitter during reordering and in-order delivery. The SN gap pertaining to the discarded PDUs does not trigger out-of-sequence operation. In other words, the received PDUs are considered in-sequence in spite of the SN gap. This can avoid unnecessary processing and reordering delay in the PDCP receiver.
In addition, for SDUs intended to be discarded but submitted by the transmitter to lower layers, the receiver may perform a discard on its end. Alternatively, the receiver may decide to deliver them to upper layers nevertheless (e.g., based on implementation or based on network configuration or operator configuration).
Proposal 1: When the PDCP receiver is aware of SNs discarded at the transmitter, the receiver can utilize this information to minimize the reordering delay:
· A Discard Marker (or another discard signalling) can be used to inform the receiver of packets discarded at the transmitter
· The PDCP receiver considers the last SN before packet discard and the next SN after packet discard as in-sequence (i.e., without considering the SN gap)

PDU Set Integrated Operation
Awareness of critical data packets and the potential interrelation of PDUs within a PDU Set can be considered beneficial to prevent transmission of information that cannot be consumed by the application. As explained in [2], a PDU Set can be seen as an application layer data unit comprising multiple packets, and the application may only find a received PDU set useful if all packets within this PDU Set are successfully delivered. 
In general, QoS handling should be conducted at the PDU Set level. We have noted that SA2 has been discussing some potential new QoS information relating to a PDU Set including [2]:
· Whether to drop a PDU Set in case PDU Set Delay Budget (PSDB) is exceeded 
· Whether all PDUs are needed for the usage of PDU Set by application layer 

From our perspective, QoS information for PDU Sets implies the following two possible cases:
· Case 1: The application cannot tolerate any packet loss in one PDU set, so if any packet of a PDU set cannot be successfully delivered within the PSDB, the remaining packets are useless to the application even if they are correctly received.
· Case 2: Even if some (less essential) packets are lost, or if a minimum required number of packets of the PDU set are already delivered, the application may still be able to make use of the PDU set.
Both of these cases suggest that the transmitter may be able to discard some of the packets of a PDU set when it is needed or allowed. This represents a good opportunity for RAN to improve the system efficiency, as it does not have to process all the packets, as explained below:
In Case 1, if the transmitter can determine that at least one of the packets of the PDU set cannot be successfully delivered within in the delay budget, it can proactively drop the remaining packets of the PDU set that are still being processed or are still pending in the buffer; since these packets are anyway not useful for the application layer, it is not necessary to transmit them over the air interface. 
In Case 2, if a minimum requirement for a PDU set is achieved and the application can already make use of the received data, the transmitter may stop transmitting the remaining packets of a PDU set. This is particularly useful when the resource is constrained and/or when the UE battery is running low. Although this may be sub-optimal from user experience point of view, it may prolong the operations for XR services by saving significant amount of resource/power.
Proposal 2: RAN2 should consider the following two cases for XR services for enhancements:
· Case 1: The application cannot tolerate any packet loss in one PDU Set
· Case 2: The application can make use of a PDU Set even if not all packets are successfully delivered

PDU Set Handling Mode Switching
Rather than discarding packets completely, one alternative would be to relax the QoS requirements for the remaining packets in the PDU set. In both Case 1 and Case 2, the transmitter may choose to transmit the remaining packets with less radio resources even if it does not meet the nominal performance requirement. In other words, the transmitter would still try to transmit these packets, but more in a best-effort manner while aiming to save radio resources and power. 
Assuming multiple RLC entities are used for a DRB as explained in [4], and application needs remaining packets even after PDU Set discard timer expiry, the transmitter can be configured to select a RLC entity subset for transmission of this packet with lower resource efficiency. The behaviour can be controlled based on the PDU Set Integrated Indication for a PDU Set or via network configuration for a given traffic flow or DRB. 
Likewise, the transmitter may be configured to proactively discard remaining packets for a PDU Sets when the elapsed time since the arrival of the first packet of this PDU Set has reached a threshold or after a minimum number of packets has been transmitted successfully. 
A rule can be pre-configured or a DRB may be configured with different operation modes traffic flows that can tolerate certain packet loss in a PDU Set. This may include an option to switch between different PDU Set Handling modes such as a mode for Best User Experience (where all packets are delivered) and a Resource-Saving mode as explained above. The gNB may be able to instruct the UE to switch between modes or enable it for certain types of PDU Sets only. 
Assuming PDU Discard operation would reside in the PDCP layer, a new field could be allocated in the pdcp-config IE to configure the intended mode of operation. Depending on the bearer mapping the transmission behavior could be also linked with a PDU Set type or QoS flow.
Proposal 3: Transmission of packets in a PDU Set can be associated with different reliability modes or levels of QoS that can be dynamically switched.

PDU Set Integrated Indication in SA2
The SA2 conclusions in [3] contain in section 8.4.1.1 a new QoS parameter entitled “PDU Set Integrated Indication”. The parameter describes whether all PDUs are needed for the usage of a PDU Set in the application layer (PDU Set Integrated Indication).

	23.700-60 v1.2.0, clause 8.4.1.1
The following PDU Set QoS parameters are defined to support PDU Set handling:
-	Whether all PDUs are needed for the usage of PDU Set by application layer (PDU Set Integrated Indication).
Editor's note:	It is FFS "Whether a PDU Set is still valid in case PSDB is exceeded" is needed. It should be discussed together with the definition of PSDB, specially about the boundary of PSDB.



We note that the value range of “PDU Set Integrated Indication” is not finalized in SA2. Case 1 in the section above would require a Boolean type of a parameter; the operation can be simple and straightforward. Case 2 can involve defining the “PDU Set Integrated Indication”, e.g., as an enum, with multiple modes of operation. 
RAN2 should inform SA2 about the special relevance of this information to the RAN. RAN2 may suggest SA2 to define the parameter range of the “PDU Set Integrated Indication” by considering multiple modes of operation. We assume the RAN can be provided with assistance information from the CN or the UE, including a characteristic of the desired packet dropping behavior, which the RAN can then use to apply a configuration. We therefore propose to include this in the next LS to SA2. 
Based on the discussions, we propose the following:
Proposal 4: RAN2 should ask SA2 to define the parameter range of “PDU Set Integrated Indication” by considering multiple modes of operation. The RAN2 representation of that parameter configuration should be made available to PDCP to control the dropping and transmission behavior.

Consideration on Discard Timers
To allow for independent treatment of legacy operation and enhanced operation of groups of packets we think the legacy discard timer does not necessarily have to be reused. For a clean split of PDCP operation modes RAN2 may consider defining a new discard timer for PDU Sets. We also note that PDB and PSDB are not necessarily configured to the same value for a given DRB. 
Secondly, the modes touched upon in section 2.2.1 could be controlled by a timer as well – or there could be a counter (e.g., based on the types of operation modes for “PDU Set Integrated Indication” that SA2 may define). In fact, we think that some of these details could be left to WI phase. 
Moreover, discard operation may not be confined to the UE transmitter alone. For one, the PDCP transmitter at the gNB may discard packets in a similar way as the PDCP transmitter at the UE. Moreover, if the receiver is aware of a condition that invalidates a PDU Set, should be allowed to discontinue the delivery of packets to upper layers. This saves compute power and is thus relevant to power saving. 
It may be beneficial for RAN2 to study the exact methods further once more details are known from SA2. 
Proposal 5: RAN2 should not preclude independent discard timers for XR traffic. The detailed timer/counter operation can be left to WI phase.

Conclusions
This contribution provides a view on study areas around XR awareness as part of the RAN2 study for NR enhancements for XR. We have following observations and proposals:
Proposal 1: When the PDCP receiver is aware of SNs discarded at the transmitter, the receiver can utilize this information to minimize the reordering delay:
· A Discard Marker (or another discard signalling) can be used to inform the receiver of packets discarded at the transmitter
· The PDCP receiver considers the last SN before packet discard and the next SN after packet discard as in-sequence (i.e., without considering the SN gap)
Proposal 2: RAN2 should consider the following two cases for XR services for enhancements:
· Case 1: The application cannot tolerate any packet loss in one PDU Set
· Case 2: The application can make use of a PDU Set even if not all packets are successfully delivered
Proposal 3: Transmission of packets in a PDU Set can be associated with different reliability modes or levels of QoS that can be dynamically switched.
Proposal 4: RAN2 should ask SA2 to define the parameter range of “PDU Set Integrated Indication” by considering multiple modes of operation. The RAN2 representation of that parameter configuration should be made available to PDCP to control the dropping and transmission behavior.
Proposal 5: RAN2 should not preclude independent discard timers for XR traffic. The detailed timer/counter operation can be left to WI phase.
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