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1 Introduction
In this paper, we focus on the following remaining issues for Multi-path support:

· Multi-path scenarios

· Primary path

· SRAP support in Uu hop for Scenario 2.
2 
Discussion  
2.1
Multi-path scenarios 
RAN2#119bis [1] has agreed on the support of the following multi-path scenarios for MP Scenario 1:

	RAN2#119bis Agreements
· Proposal 1-1A (modified): The following cases are to be supported for Scenario 1.

· A.   The remote UE operating only on the direct path adds the indirect path under the same gNB; 

· B.   The remote UE operating only on the indirect path adds the direct path under the same gNB; 

· C.   The remote UE operating in multi-path releases the indirect path;

· D.   The remote UE operating in multi-path releases the direct path;

· G.  The remote UE operating in multi-path changes to a new relay UE for the indirect path while keeping the direct path under the same gNB.  FFS if this case would be supported via separate release-and-add (A+C in separate reconfigurations) or a single switch procedure (e.g. similar to i2i service continuity).


Regarding the FFS point above, we think if scenario G is to be supported, then it will be very similar to indirect-to-indirect path switch scenario discussed the U2N relay service continuity enhancement objective. Thus, we support to use that solution as a baseline to come up with a single procedure for indirect path switching in this MP scenario. Note that gNB can always use “release + add” approach to reach the same result. So, literally, both the single-procedure and the “release +add” procedure will be allowed in Rel-18, and which one to use is up to NW implementation.
Proposal 1: 
For Case G in MP Scenario 1, a single indirect path switching procedure is supported. Whether gNB uses this single procedure or “release +add” is up to gNB implementation.
2.2
“Primary path” concept 

In RAN2#119bis [1], there are the following agreements reached about SRB/DRB split:
	RAN2#119bis Agreements
· For scenario 1, SRB1 and SRB2 can be configured on either the direct or the indirect path, or on both at least with duplication.  FFS if they can be configured on different paths from one another.
· For scenario 2, SRB1 and SRB2 can be configured at least on the direct path.  FFS if there are restrictions on the configuration and if they can be configured on both paths.

· FFS CPDU submission; if legacy CPDU submission behavior is supported, the primary RLC entity of the MP split bearer for DRB can be configured on any of the paths for Scenario 1.

· PDCP DRB duplication is supported for the MP split bearer in Scenario 1 based on the existing framework.

· PDCP DRB duplication is supported for the MP split bearer in Scenario 2 based on the existing framework.


There are some FFS issue to be discussed based on the above agreement. However, the most important issue for RAN2 is to determine whether there is a “primary path” concept for control plane in multi-path relaying. Note that in legacy NS SA, there is no control plane primary path concept. Instead, there is the support of MCG and SCG, but those two are anchored at two different “eNB/gNB”s. So for the case that the two paths (direct and indirect) anchored at the same gNB, it is worth some more discussion about the necessity of this per-CP or per-UE “primary path” concept.

We have evaluated the potential difference for multi-path CP procedures w/ or w/o this CP “primary path concept” in the following table:

	
	With CP Primary path
	W/o CP Primary path
	Comment

	SI Request and SI delivery 
	Follow SRB1 configuration (with primary RLC entity)
	Follow SRB1 bearer config (direct/indirect/split)
	No major difference.

	RLM
	UE performs RLM on both direct & indirect paths
	UE performs RLM on both paths
	No difference.

	Path failure
	If primary path fails, then UE need trigger RRC Reestablishment (exception is allowed for MCG failure in DCCA when primary path is MCG and split SRB1 is configured)
If secondary path fails, then UE need report via primary path
	Report path failure on the other path if SRB1 is configured.
Trigger RRC Reestablishment if SRB1 is not configured
	No major difference

	RRC Reestablishment Request
	SRB0 message only on the primary path 
	Follow cell selection and relay reselection results
	w/o CP primary path is better.


Table 1:  Comparing of CP procedures support w/ or w/o CP primary path

As shown in the above table, we do not observe strong benefits to introduce a new “primary path” concept for the control plane for MP. Instead, there are some drawbacks for RRC reestablishment procedure because this may limit and interfere with UE’s own decision to conduct RRC reestablishment based on cell-selection and/or relay (re-)selection results.
Therefore, we think there is no need for per-UE or per-CP “primary path concept”. The primary path can be supported in a per-RB manner in a legacy way (e.g, as supported by primary RLC entity), according the legacy definition below in TS 38.331 [2]:

primaryPath
Indicates the cell group ID and LCID of the primary RLC entity as specified in TS 38.323 [5], clause 5.2.1 for UL data transmission when more than one RLC entity is associated with the PDCP entity.
Proposal 2: 
Primary path is configured per-RB by NW (as supported with primary RLC entity). No need to introduce a control plane “primary path” concept or “per-UE primary path” concept.
Then, we discuss the FFS points in the above agreements. 

First, for MP Scenario 1, there is no need to restrict SRB1 and SRB2 to always used the same path, this is all up to NW configuration. So, we propose:

Proposal 3: 
For MP Scenario 1, SRB1 and SRB2 can be configured in different path. 

For MP Scenario 2, we think this is based on a very specific “UE aggregation” use case where the remote UE and relay UE are always bundled together, so there is no need to use indirect path when direct path has the same link quality and even shorter latency. So, we think for ensuring the performance of control plane signalling, only direct path and “direct + indirect duplication” can be supported for SRB1/SRB2 
Proposal 4: 
For MP Scenario 2, only direct path only or “direct + indirect duplication” is supported for SRB1/SRB2. 

2.3
SRAP support in Uu hop for Scenario 2 
For MP Scenario 2, the SRAP support issue has been discussed and the following agreements have been reached in RAN2#119bis-e [1]:

	RAN2#119bis Agreements
· P1A: The relay UE is restricted to serve only one remote UE in Scenario 2.

· P5A: For Scenario 2, different Uu logical channels are configured for identification of data directed to/originating from the relay UE and data relayed from/to the remote UE over the Uu link of the indirect path, as in Rel-17
· P1C: UE identification is not needed over Uu link in Scenario 2, if relay UE serves only one remote UE (as in Proposal 1A) and different Uu RLC channels can be assumed for the remote UE and the relay UE (as in Proposal 5A).


There are also some working assumptions made on this issue:

RAN2#119bis working assumptions:
-
Proposal 3A: Bearer identification except LCID is not needed in L2 PDU over Uu link in Scenario 2. Only 1:1 bearer mapping is supported over Uu link for the indirect path.  FFS how to configure the mapping.

-
Proposal 3B: Without the adaptation layer over Uu link in scenario 2, a PDCP PDU can be delivered to an intended PDCP entity or RLC entity for support of more than one RB over Uu link e.g. by configuring 1:1 bearer mapping and different Uu RLC channels for relay UE local traffic and relay traffic for PDU delivery.

-
Proposal 9B: Do not specify adaptation layer over Uu link for scenario 2 in RAN2.
As 1-to-1 mapping is needed if there is no SRAP header used in Uu hop, we think this will put a limit on how many DRBs can be supported by remote UE in this case. So far the “maxDRB” constant in TS 38.331[2] is set to 29. The LCID space can be shared equally by relay UE’s local traffic and remote UE’s traffic with 1-to-1 bearer mapping , as RAN2 agrees each relay UE only supports one remote UE. This means the upper bound of DRBs can be relayed is about half of 29, which is 14.
Proposal 5:
For MP Scenario 2, RAN2 discuss to limit the maximal number of DRBs of remote UE (to be relayed) is 14.
3 Conclusion
In this contribution, we discuss several issues related to multi-path relay support. Our proposals are:
Proposal 1: 
For Case G in MP Scenario 1, a single indirect path switching procedure is supported. Whether gNB uses this single procedure or “release +add” is up to gNB implementation.
Proposal 2: 
Primary path is configured per-RB by NW (as supported with primary RLC entity). No need to introduce a control plane “primary path” concept or “per-UE primary path” concept.
Proposal 3: 
For MP Scenario 1, SRB1 and SRB2 can be configured in different path. 

Proposal 4: 
For MP Scenario 2, only direct path only or “direct + indirect duplication” is supported for SRB1/SRB2. 

Proposal 5:
For MP Scenario 2, RAN2 discuss to limit the maximal number of DRBs of remote UE (to be relayed) is 14.
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