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1	Introduction 
In this contribution we provide our views on the continuation of the work on SON for NR-U.
2   	Discussion
On the issue of SON enhancements for NR-U, RAN2#119bis agreed:
	RAN2 agree to log kind of “the number of LBT failures” in the RA report. LBT failure is the failure to access the channel before transmission.
The definition of “the number of LBT failures” should be clarified.
FFS how to log the number of LBT failures in the RA report.



Furthermore, RAN2 also agreed to liaise RAN3 about the possibility of a network-based solution (R2-2211063 [2]), which would allow the network to obtain the lbt-FailureRecoveryConfig used for execution of the RA without Uu signalling. 
To recap, LBT-FailureRecoveryConfig information element is defined in TS 38.331 [3] as follows:
LBT-FailureRecoveryConfig information element
-- ASN1START
-- TAG-LBT-FAILURERECOVERYCONFIG-START

LBT-FailureRecoveryConfig-r16 ::=    SEQUENCE {
    lbt-FailureInstanceMaxCount-r16      ENUMERATED {n4, n8, n16, n32, n64, n128},
    lbt-FailureDetectionTimer-r16        ENUMERATED {ms10, ms20, ms40, ms80, ms160, ms320},
    ...
}

-- TAG-LBT-FAILURERECOVERYCONFIG-STOP
-- ASN1STOP

	LBT-FailureRecoveryConfig field descriptions

	lbt-FailureDetectionTimer
Timer for consistent uplink LBT failure detection (see TS 38.321 [3]). Value ms10 corresponds to 10 ms, value ms20 corresponds to 20 ms, and so on.

	lbt-FailureInstanceMaxCount
This field determines after how many LBT failure indications received from the physical layer the UE triggers uplink LBT failure recovery (see TS 38.321 [3]). Value n4 corresponds to 4, value n8 corresponds to 8, and so on.



This information, if it can be made available (pending RAN3 decision), covers the RAN2 agreement on the “number of LBT failures”. Indeed, the lbt-FailureInstanceMaxCount, which is known by the network, unambiguously determines the number of LBT failures that triggered the consistent LBT failure event. 
Observation 1: network solution for “the number of LBT failures” can provide all the information required.
Furthermore, the network solution (pending RAN3) would not even require any network signalling. That is because the RA-Report, which we are discussing in this context, is not processed by the gNB which has received the RA-Report - on the contrary, the RA-Report is just sent to the source gNB. That is because only the source gNB can take corrective actions in response to a consistent LBT failure event. For more information, see ACCESS AND MOBILITY INDICATIONTS Xn-AP message in 38.423 [3]. Here we provide a short summary of how that procedure works.


Figure 1: Access And Mobility Indication, successful operation
	“NG-RAN node1 initiates the procedure by sending the ACCESS AND MOBILITY INDICATION message sent to NG-RAN node2.”
ACCESS AND MOBILITY INDICATION, which is the Xn-AP message carrying the RA-Report, is a “class 2” procedure, that is – it is an elementary procedure without response. What that means is that in the case of RA-Report being received from UE, the gNB just forwards it to the source gNB. This happens regardless of the NR-U enhancements being discussed right now. Therefore, the network solution for “the number of LBT failures” would require no new network signalling. The only enhancement that would be needed is a simple indication in ACCESS AND MOBILITY INDICATION that a consistent LBT failure has occurred. 
Observation 2: network solution for “the number of LBT failures” does not require any additional signalling. 
One might argue that the network solution would require a gNB to “remember” lbt-FailureInstanceMaxCount configurations of all the UEs. While in theory such implementation is possible, it is rather unlikely, as it is reasonable to assume that LBT configuration would be similar, if not common, for many UEs. Therefore, in our view, the network based solution requires not extra signalling, no extra memory, while reducing the impact on the air interface signalling.
At any rate, this solution is being discussed in RAN3, however due to the attractiveness of that solution, we propose RAN2 to wait for RAN3 reply before making further agreements on the SON for NR-U discussion. 
Proposal 1: wait for RAN3 reply before making any further agreement on the SON for NR-U discussion.
One potential scenario when the network solution might not work is the case when a UE is not configured by the network to perform a consistent LBT failure recovery procedure. However, it is not clear whether we need to support such a case for SON. In SON, if the network wishes to troubleshoot NR-U issues, it is natural to assume that it may configure [at least some UEs] with consistent LBT failure recovery. 
Proposal 2: to discuss whether we need to address the case where consistent LBT Failure Recovery has not been configured for the UE.
3	Conclusions and Proposals
Observation 1: network solution for “the number of LBT failures” can provide all the information required.
Observation 2: network solution for “the number of LBT failures” does not require any additional signalling. 
Proposal 1: wait for RAN3 reply before making any further agreement on the SON for NR-U discussion.
Proposal 2: to discuss whether we need to address the case where consistent LBT Failure Recovery has not been configured for the UE.
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