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1	Introduction
At the last meeting, the following agreements on BSR were reached:
-	Introduce new BS table(s) to reduce the quantisation errors (e.g., for high bit rates). FFS how new BSR tables are created and how they impact BSR formats (can be discussed in WI phase).
This contribution gives more details on the BS tables and elaborates on the delay information as well as on the BSR triggers.
2	BS Tables
One way to evaluate the quantization errors of the BS tables is to define a quantization error metric representing the actual packet size versus the packet size reported to the network.

In an ideal case the reported packet size would be identical to the actual packet size. Yet the packet size must be reported with either Table 6.1.3.1-1 for a 5 bit BSR or Table 6.1.3.1-2 for 8 bit BSR from TS 38.321. Innevitably, this leads to quantization errors -  we ask more from the network than what we actually need. For some total number of packets N, the total quantization error can be defined in percent as:

An example of the quantization error for a 5-bit BSR table is depicted in Figure 1, where it reaches approximately . On the figure, the X axis shows the packet sizes for a truncated gaussian traffic model as per TR 38.838 with 10 Mbps mean data rate. The blue circles indicate the table entries in Table 6.1.3.1-1 for a 5 bit BSR reporting from TS 38.321. The 5 bit table corresponds to 32 possible values but due to its exponential nature most table entries are not used by the XR traffic and cropped out from Figure 1. The left hand Y axis corresponds to the black solid line plotting the probability density function (PDF) of the traffic model. The shaded regions between two blue points (bins) is the integrated probablity of a packet falling is that table range. This means that most of the XR packets fall in just two table bins. The right hand Y axis corresponds to the cumulative quantization error per bin, which  is shown with the red crosses. Each red cross is aligned to the right hand side of the bin range.
Figure 2 shows the utilization of the 8 bit BSR table (Table 6.1.3.1-2)  in TS 38.321 with the same interpretation as above. The total quantization error is .
Observation 1: for 10 Mbps@60fps traffic model current 5-bit and 8-bit BSR tables experience a quatization error of 16.7% and 3.1%, respectively.
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[bookmark: _Ref117839123]Figure 1 – 5 bit BSR table utilization from TS 38.321
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[bookmark: _Ref117840578]Figure 2 – 8 bit BSR table utilization from TS 38.321
It should be noted that no matter the mean data rate, these statistics hold true.
To reduce the quantization errors for XR traffic:
1)	it should be possible to report the long BSR even when only one bearer has data buffered; and
2)	new BS table(s) should be introduced
One way to address this problem can be by introducing dynamic BS tables, which are generated based on network signalling. This signalling can be in line with UE’s traffic characteristics (min, max, shape) such that both NW and UE generate and use the same dynamic table. As an example, assuming the XR traffic above is used to generate a BSR table with equal probability per bin, the quantization error can be brought down to  and  for 5 and 8 bit BSR fields respectively – see Figure 3 and Figure 4. Each shaded region in Figure 3 and Figure 4 has the same probability. First table index is reserved for zero and the last two table indexes have the same values (the maximum distribution value for truncation) with different interpretation: larger than the value for the last index and smaller than the value for the second to last index.
For this to work, it is expected that some statistical data is known about the traffic and both UE and gNB can generate a unique table fitting such traffic based on few simple parameters that can be signalled over RRC. Above we talk about describing the expected traffic via (min, max, shape) parameters. In the example, those are nothing more than the minimum (min) and maximum (max) truncation values for a truncated gaussian distribution with some mean (shape). Using this information (and perhaps some additional rounding rules – we used standard round function to the nearest integer) the table can be generated on both ends. The knowledge of the expected traffic can be from direct signalling, inferring it form the PDU session setup, learning it over time or any other available method. The (min, max, shape) parameters can be further refined with additional standard distributions or other functions.
Observation 2: the generation of dynamic BSR tables based on traffic characteristics (min, max, shape) are able to reduce the quantization error by order of magnitude for 10 Mbps@60fps traffic model to 1.7% and 0.2% compared to current 5-bit and 8-bit BSR tables.
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[bookmark: _Ref117845008]Figure 3 – 5 bit dynamic BSR table utilization
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[bookmark: _Ref117845016]Figure 4 – 8 bit dynamic BSR table utilization
Proposal 1: introduce BSR table(s) generated based on traffic characteristics (min, max, shape) signalled to the UE.
2.2	Delay Information
In the RAN2 119bis meeting, the following was agreed [R2-2210802]: 
-	RAN2 considers a delay information is useful for XR. FFS if dynamic reporting from UE to network (e.g., via BSR) is needed, or whether PSDB is sufficient. If we have delay information, it needs to distinguish how much data is buffered for which delay value. Stage-3 details (e.g., what’s contained, how the triggering is done) can be discussed in the WI phase. If we have delay information reporting, RAN2 aims to define how the UE determines the “remaining time” in the delay information.
It has been established that XR traffic models established by 3GPP might experience jitter [38.838] (e.g., 60fps generation rate), causing a misalignment with the available uplink resources scheduled by the network, causing them to stay longer in the buffer. Thus, delay reporting would allow the network’s scheduler to be aware of the UEs’ traffic behaviour and not schedule resources when the time surpasses the UEs’ PDB.
This delay information is a result of mapping the time data has spent in the buffer (i.e., buffering time). Per DRB, UEs signal it to the network to enable it to learn about the UL traffic timing patterns and accordingly schedule/configure resource allocations for its UEs in coherence with latency constraints. In case a DRB includes PDUs that have arrived at different times, UEs report the longest buffering time. The UL buffering time could be reported as an extension of the current BSR format or by a new MAC CE.
Proposal 2: introduce a delay information in the BSR as an extension of the current BSR format.
2.3	Triggers
For XR, it is envisioned that DRX will be aligned with the frame rate [38.838] and for each new frame, the scheduler would benefit from knowing how much data is buffered (the XR bit rates vary significantly due to encoding when a key frame is a lot larger than a predictive one). That is equivalent to say that for every data burst, a BSR should be transmitted. 
Relying on arrival of high priority data may not always be satisfactory because UE buffers might not always be empty and for services with known pattern, triggering an SR is typically not useful (regular BSR trigger always trigger an SR if there is no UL-SCH available for transmission). 
Also, the periodic BSR trigger does not guarantee that a BSR is transmitted whenever needed:
-	If we can assume that a grant is always given precisely at the beginning of every ON-DURATION and that no padding BSR other than truncated ones are sent at the end of a series of grant or data burst, it is possible to align the periodic BSR reporting with the DRX cycle. Unfortunately, this only works on paper as it is not possible to guarantee that only truncated BSR are sent when a padding BSR is needed.
-	Because the periodic BSR Timer is restarted when a non-truncated BSR is sent, the periodic BSR timer is likely to be restarted at the end of every data burst. This is depicted on the figure below where the first series of grant (1) is concluded by a padding BSR (B) which restarts the periodic BSR timer. As a result, the periodic BSR timer is still running when the 2nd grant arrives (2) and no periodic BSR is sent at the 2nd occurrence of the ON-DURATION.


-	When it is not possible for the scheduler to provide grants precisely at the start of every ON-DURATION (due to for instance to temporary overload), the periodic BSR timer might be started late enough so that it misses the next ON-DURATION. This is depicted on the figure below where the periodic BSR (B) sent for the 2nd series of grant (2) starts the periodic BSR timer, which does not expire before the occurrence of the 3rd series of grant (2).


Instead, we suggest that a periodic BSR is triggered when the ON-DURATION is started. This ensures that every data burst is always accompanied by a BSR without having to configure an SR. A configured grant could be configured for such purpose with periodicity aligned with the traffic periodicity.
Proposal 3: a periodic BSR is triggered when the ON-DURATION is started.
Discard was discussed at the last meeting and RAN2 agreed that for a PDU set, the number of PDUs known to either be lost or associated to discarded SDUs, exceeds a threshold, all remaining PDUs of that PDU set could be discarded at the transmitter to free up radio resources [R2-2210814]. Discarding packets in the transmitter makes previous BSR obsolete and could lead to scheduling more resources than needed, which in turn increases power consumption and decrease overall cell capacity. It is therefore proposed to trigger a BSR whenever discard occurs.
Proposal 4: PDU discard triggers a BSR.
3	Conclusion
For the support of XR services, the following proposals were made regarding BSR:
Proposal 1: introduce BSR table(s) generated based on traffic characteristics (min, max, shape) signalled to the UE.
Proposal 2: introduce a delay information in the BSR as an extension of the current BSR format.
Proposal 3: a periodic BSR is triggered when the ON-DURATION is started.
Proposal 4: PDU discard triggers a BSR.

A corresponding text proposal is given below.
Text Proposal
[bookmark: _Toc113034863]5.3.2	Layer 2 Enhancements
XR services combine requirements of high throughput and tight delay budget. For such services, the timely allocation of large grants minimising padding becomes critical. In order to assist the gNB in allocating such grants, the buffer status report framework needs to be enhanced:
In order to enhance the scheduling of uplink resources for XR, the following improvements are envisioned:
-	New BS table(s) tTo reduce the quantisation errors in BSR reporting (e.g. for high bit rates), new BS table(s) are computed by the UE based on parameters received from the gNB (e.g. min, max and shape);
-	Delay knowledge of buffered data, consisting of at least remaining time, and distinguishing how much data is buffered for which delay, is reported in the BSR.;
-	starting ON-DURATION triggers a periodic BSR;
-	PDU discard triggers a regular BSR.
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