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[bookmark: _Ref35586532]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In last meeting, the mapping amongst PDU set, QoS flow and DRB was discussed and RAN2 reached some preliminary agreements, but regarding to the PDU prioritization, it is still FFS. In this contribution, we will further discuss this issue.
Discussion
LCP enhancement introduced by PDU set/QoS flow/DRB mapping
According to [1], there are four alternatives for the mapping amongst PDU set, QoS flow and DRB, listed below:
	-	111: one-to-one mapping between types of PDU sets and QoS flows in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible and requires as many DRBs as types of PDU sets. Providing different QoS for the types of PDU sets sent in different DRBs is already possible.
-	NN1: one-to-one mapping between types of PDU sets and QoS flows in the NAS and possible multiplexing of QoS flows in one DRB in the AS. From a Layer 2structure viewpoint, this alternative is already possible but gives each QoS flows multiplexed in a DRB the same QoS. Providing different QoS for the types of PDU sets (i.e. QoS flows) multiplexed in a single DRB is currently not possible.
[bookmark: _GoBack]-	N11: possible multiplexing of types of PDU sets in one QoS flow in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flow/DRB one QoS. Providing different QoS for the types of PDU sets multiplexed in a single QoS flow/DRB is currently not possible.
-	N1N: possible multiplexing of types of PDU sets in one QoS flow in the NAS and demultiplexing of types of PDU sets from one QoS flow on multiple DRBs in the AS. From a Layer 2 structure viewpoint, demultiplexing of types of PDU sets from one QoS flow onto multiple DRBs is currently not possible.
Editor's Note: the mapping of PDU sets on QoS flows is up to SA2 and it is FFS how DRB(s) is/are mapped to LCH(s) for each of the alternatives.
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Figure 5.1.2-1: Mapping Alternatives


We further discuss these mapping options in [4]. In the following, we will analyze whether there is impact on the LCP procedure for each alternative:
Alternative 111& Alternative N1N
In Alternative 111 and Alternative N1N, although the mapping between PDU sets and QoS flow(s) is different, they still have the following common characteristics:
1) Different DRBs corresponding to different PDU set type;
2) The mappings between DRB and RLC are both 1:1;
3) PDUs in one DRB share the same QoS profile.
These characteristics are the same as the legacy DRB/RLC design. Hence, legacy LCP mechanism can be reused.
[bookmark: _Ref117858491][bookmark: _Ref117858510]Proposal 1: If alternative 111/N1N is used for the mapping amongst PDU set/QoS flow/DRB, legacy LCP can be used as baseline.
Alternative NN1
If SA2 supports a PDU set mapping where different PDU set types are mapped to different QoS flows, then, as in legacy, it is left to RAN implementation to choose to map the different QoS flows to a same DRB, depending on how close the QoS characteristics of both QoS flows are. And in such case, as in legacy, it means RAN chooses to apply the QoS enforcement to both QoS flows via the single DRB/LCH treatment. Since this possibility is directly inherited from legacy, we see impact neither on the DRB to LCH mapping (1:1) nor on the LCP. 
[bookmark: _Ref118361133]Proposal 2: If alternative NN1 is used for the mapping amongst PDU set/QoS flow/DRB, the legacy LCP can be used as baseline.
Alternative N11
In Alternative N11, it is FFS how to perform DRB to LCH mapping, There are two options [4]:
· Option 1: The mapping between DRB and LCH is 1: N;
· Option 2: The mapping between DRB and LCH is 1: 1.
If Option 1 is used, different PDU set types are transmitted through different RLC channels. So, in principle, similar to Alternative 111 and Alternative N1N, the legacy LCP mechanism can be reused. But this assumes a PBR can be determined for each logical channel, based on the GFBR/MFBR of the single QoS flow at the RAN ingress, which as elaborated in [our tdoc on PDU set mapping], is impossible in practice (in modern video codecs, the ratio of I frames over other frames is totally dynamic and an associated bit rate is impossible to predict). 
[bookmark: _Ref117858493][bookmark: _Ref117858514]Proposal 3: If alternative N11 is used for the mapping amongst PDU set/QoS flow/DRB and the mapping between DRB and RLC logical channel is 1:N, legacy LCP can be used as baseline, assuming a PBR can be determined for each logical channel, which feasibility remains to be shown.
But if Option 2 is used, it is possible that different PDU set types with different importance values will be transmitted in the same RLC logical channel. As is well known, the allocation of an UL grant resource to the various competing logical channels is performed in LCP based on a mix of priority and token bucket. Assuming the importance metric of PDU set is characterized by a priority, then two priorities would co-exist during the LCP, one is the PDU set priority and the other, the LCH priority. In this case, how to upgrade the LCP to account for the PDU set priority should be studied. In the simplest approach, two options could be considered:
· Option 1: only the PDU set priority of the PDU set showing up at the head of line of the LCH queue is taken into account during LCP procedure (that is to say the LCH priority is simply ignored) ;
· Option 2: LCP prioritization considers both the PDU set and the LCH priorities jointly, i.e. LCH priority = f(LCH priority, PDU set priority). FFS exact joint priority determination algorithm/formula.
[bookmark: _Ref117858495][bookmark: _Ref117858517]Proposal 4: If alternative N11 is used for the mapping amongst PDU set/QoS flow/DRB and the mapping between DRB and RLC logical channel is 1:1, the legacy LCP procedure should be enhanced to take the importance/priority of each PDU set into account.
[bookmark: _Ref118361144]Proposal 5: If alternative N11 is used for the mapping amongst PDU set/QoS flow/DRB and the mapping between DRB and RLC logical channel is 1:1, the following simple enhancements can be considered for the LCP:
· Option 1: only the PDU set priority of the PDU set showing up at the head of line of the LCH queue is taken into account during LCP procedure (that is to say the LCH priority is simply ignored) ;
· Option 2: LCP prioritization considers both the PDU set and the LCH priorities jointly, i.e. LCH priority = f(LCH priority, PDU set priority). FFS exact joint priority determination algorithm/formula.
Note that one could consider that the above LCP enhancements could also benefit to the alternative NN1. However, at this stage, we prefer to consider alternative NN1 as the legacy choice of mapping two QoS flows to the same DRB, when the gNB assesses that their respective QoSs are close enough so that they don’t need to be differentiated in RAN. Otherwise, why wouldn’t gNB simply use the 111 mapping alternative?
LCP enhancement for improving reliability of XR services
Besides the above, RAN2 should also consider how to meet the reliability requirement of large video bursts. In R16, the latency (maxPUSCH-Duration) LCP mapping restriction addresses both the latency and reliability of an LCH. It was introduced in support of URLLC traffic, thus making sure an LCH associated with such traffic would be mapped by LCP on the target UL grant, specifically sized to address URLLC requirements, i.e. short and with a robust MCS. However, XR video traffic has the same reliability requirement as URLLC, but with a much bigger size, and so potentially larger resource duration than conventional URLLC resource. As a result, the maxPUSCH-Duration cannot be used for XR video traffic. Hence we propose that to add a new LCP restriction parameter, maxPUSCH-MCS configuring the maximum MCS an LCH is allowed to be transmitted with. 
[bookmark: _Ref117858497][bookmark: _Ref117858520]Proposal 6: RAN2 study adding a new LCP restriction parameter, maxPUSCH-MCS, configuring the maximum MCS an LCH is allowed to be transmitted with, in support of XR video stream bursts, transmitted in highly reliable, though large, UL grants.
Conclusion
According to the analysis in section 2, it is proposed:
Proposal 1: If alternative 111/N1N is used for the mapping amongst PDU set/QoS flow/DRB, legacy LCP can be used as baseline.
Proposal 2: If alternative NN1 is used for the mapping amongst PDU set/QoS flow/DRB, the legacy LCP can be used as baseline.
Proposal 3: If alternative N11 is used for the mapping amongst PDU set/QoS flow/DRB and the mapping between DRB and RLC logical channel is 1:N, legacy LCP can be used as baseline, assuming a PBR can be determined for each logical channel, which feasibility remains to be shown.
Proposal 4: If alternative N11 is used for the mapping amongst PDU set/QoS flow/DRB and the mapping between DRB and RLC logical channel is 1:1, the legacy LCP procedure should be enhanced to take the importance/priority of each PDU set into account.
Proposal 5: If alternative N11 is used for the mapping amongst PDU set/QoS flow/DRB and the mapping between DRB and RLC logical channel is 1:1, the following simple enhancements can be considered for the LCP:
· Option 1: only the PDU set priority of the PDU set showing up at the head of line of the LCH queue is taken into account during LCP procedure (that is to say the LCH priority is simply ignored) ;
· Option 2: LCP prioritization considers both the PDU set and the LCH priorities jointly, i.e. LCH priority = f(LCH priority, PDU set priority). FFS exact joint priority determination algorithm/formula.
Proposal 6: RAN2 study adding a new LCP restriction parameter, maxPUSCH-MCS, configuring the maximum MCS an LCH is allowed to be transmitted with, in support of XR video stream bursts, transmitted in highly reliable, though large, UL grants.
The corresponding TP is attached in the Annex based on RAN2#119bis-e post email agreed TR [5].
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Annex
-----------------------------------------------Text Proposal-----------------------------------------------------------
[bookmark: _Toc117275307]5.1.2	Layer 2 Structure
Depending on how the mapping of PDU sets onto QoS flows is done in the NAS and how QoS flows are mapped onto DRBs in the AS, we can distinguish the following alternatives (as depicted on Figure 5.1.2-1 below):
-	111: one-to-one mapping between types of PDU sets and QoS flows in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible and requires as many DRBs as types of PDU sets. Providing different QoS for the types of PDU sets sent in different DRBs is already possible.
-	NN1: one-to-one mapping between types of PDU sets and QoS flows in the NAS and possible multiplexing of QoS flows in one DRB in the AS. From a Layer 2structure viewpoint, this alternative is already possible but gives each QoS flows multiplexed in a DRB the same QoS. Providing different QoS for the types of PDU sets (i.e. QoS flows) multiplexed in a single DRB is currently not possible.
-	N11: possible multiplexing of types of PDU sets in one QoS flow in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flow/DRB one QoS. Providing different QoS for the types of PDU sets multiplexed in a single QoS flow/DRB is currently not possible.
-	N1N: possible multiplexing of types of PDU sets in one QoS flow in the NAS and demultiplexing of types of PDU sets from one QoS flow on multiple DRBs in the AS. From a Layer 2 structure viewpoint, demultiplexing of types of PDU sets from one QoS flow onto multiple DRBs is currently not possible.
Editor's Note: the mapping of PDU sets on QoS flows is up to SA2 and it is FFS how DRB(s) is/are mapped to LCH(s) for each of the alternatives.
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Figure 5.1.2-1: Mapping Alternatives
In addition, the notion of PDU set does not impact the granularity of:
-	SDAP SDU handling: SDAP still maps every incoming SDU to a single PDU for a single PDCP entity;
-	Retransmissions: HARQ still relies on MAC PDUs and ARQ on RLC PDUs.
At least in support of alternative N11, with an associated mapping of one-to-one between DRB and RLC logical channel, the LCP procedure should be enhanced to consider the importance/priority of each PDU set. Some possible solutions can be:
-	Option 1: The PDU set priority of the PDU set at the head of line of the LCH queue is taken into account during LCP procedure (the LCH priority is ignored) ;
-	Option 2: LCP prioritization considers both the PDU set and the LCH priorities jointly, i.e. LCH priority = f(LCH priority, PDU set priority). FFS exact joint priority determination algorithm/formula.
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