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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In RAN2#119bis-e, four models of PDU set mapping onto QoS flows/DRBs were agreed to be further studied, and captured in the TR [1]. It remains FFS how the DRBs in each model are mapped to RLC entities. In this contribution, we analyze further the pros and cons of each option and the associated RLC mapping sub-options.
Discussion
The current four possible models of PDU set mapping onto QoS flows/DRBs are captured in the TR as follows:
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Figure 5.1.2-1: Mapping Alternatives


· Down selecting
Clearly, there are two main branches among the alternatives, depending on whether SA2 supports a PDU set mapping where different PDU set types are mapped onto different QoS flows, or the same QoS flow (it could be that both options are supported in the end).
If SA2 supports a PDU set mapping where different PDU set types are mapped to different QoS flows, then, as in legacy, it is left to RAN implementation to choose to map the different QoS flows to the same or different DRBs, depending on how close the QoS characteristics (including the new QoS parameters, PSER, PSDB, etc, defined by SA2 for PDU sets) of both QoS flows are[footnoteRef:1], and so both alternatives 111 and NN1 should be supported.  [1:  Although still being debated in SA2, the PDU set importance can be derived from a combination of various fields of the NAL unit header, e.g. layer id (LID), temporal id (TID) and also the nal_unit_type.  In H.266 and H.265 video coding, the aggregated length of these fields is 14 and 15 bits respectively. Hence the potential amount of importance levels can be huge, compared with the 16 priority levels of RAN.] 

Proposal 1: If SA2 supports a PDU set mapping where different PDU set types are mapped to different QoS flows, then both alternatives 111 and NN1 should be supported, where it is left to RAN implementation to choose to map the different QoS flows to the same or different DRBs, considering legacy and new QoS parameters supported for PDU sets. 
If SA2 supports a PDU set mapping where different PDU set types are mapped to the same QoS flow, then alternatives N11 and N1N reflect different possible L2 structures, which should be further down-selected by RAN2.
Proposal 2: If SA2 supports a PDU set mapping where different PDU set types are mapped to the same QoS flow, then RAN2 should further down-select among alternatives N11 and N1N. 
· Adding RLC entities (and LCHs)
Regarding the further sub-options for DRB mapping onto RLC entities, it is clear that alternatives resulting on a PDU set mapping on multiple DRBs (111 & N1N) do not offer much other choice but to map each DRB on an LCH (RLC entity), as in legacy. So only alternatives NN1 and N11 leave the choice of mapping the DRB to either one (NN11) or multiple (NN1N) LCHs (RLC entities), as shown in Figure 1.
Proposal 3: Alternatives 111 and N1N result in a one-to-one mapping between DRB and LCH (RLC entity), as in legacy.  
Proposal 4: Alternatives NN1 and N11 result in two sub-models:
· one-to-one mapping between DRB and LCH (RLC entity), as in legacy
· one-to-many mapping between DRB and LCH (RLC entity)  
Proposal 5: Capture the mapping alternatives of Figure 1 in the TR.


[bookmark: _Ref117868384]Figure 1: Mapping alternatives (including RLC)
· Reordering issue
During the offlines [206]/[213] for capturing RAN2 agreements in the TR, when comparing the above options, several companies raised the issue of the re-ordering of the PDU sets when they are mapped onto different DRBs. And it was also suggested asking SA2 whether this is a requirement for XR traffic. In our view, SA2 knows how the RAN L2 user plane works, so if they support a PDU set mapping where different PDU set types are mapped to different QoS flows (as in alternative 111), it means they leave it to RAN to map the QoS flows to the same or different DRBs, in other words it is not guaranteed that the PDU sets are delivered in order through the Uu interface. On the contrary, if they support mixing different PDU set types in the same QoS flow, as in alternative N1N, they will expect in-order delivery through the Uu interface (unless explicitly disabled). 
Observation 1: When CN multiplexes different PDU set types into the same QoS flow, it expects in-order delivery through the Uu interface (unless explicitly disabled).
Hence, it is clear that for alternative N1NN, the L2 user plane protocol must be enhanced to re-order the PDUs from the different PDU sets split across the DRBs.
Proposal 6: For alternative N1NN, the L2 user plane protocol must be enhanced to re-order the PDUs from the different PDU sets de-multiplexed onto the DRBs.  
· PBR issue
For alternatives where different PDU set types from the same QoS flow end-up being mapped onto different RLC entities, it is unclear how (if possible) is determined the PBR associated with each logical channel. Indeed, different PDU set types are expected to reflect different frame types e.g. I/P/B frames. And if the aggregated video traffic stream does have both GFBR and MFBR derived from the frame rate, it is tricky/impossible to estimate the fraction of the bit rate to attribute to each frame type considering these are inserted quasi-randomly by modern video codecs expected to be used in XR applications [3]. Moreover, configuring the PBR of each logical channel to infinity is a possibility, but this would not reflect the actual GFBR of the QoS flow, and would be unfair to other traffics.  
Proposal 7: For alternatives N11N and N1NN, RAN2 must address the issue that the PBR of each logical channel is tricky – if possible at all – to determine.  
Note SA2 have to solve the very same issue for defining both GFBR and MFBR associated with each QoS flow with the option where different PDU set types are mapped to different QoS flows.
Observation 2: SA2 have to solve the very same issue of defining both GFBR and MFBR associated with each QoS flow which are tricky – if possible at all – to determine with the option where different PDU set types are mapped to different QoS flows.
· PDU set QoS differentiation
Two alternatives result in different PDU set types being mapped onto the same RLC entity: N111 and NN11. For the latter, per proposal #1 discussed above, it reflects a RAN implementation that chooses to map the different QoS flows to the same DRB, because the QoS characteristics of both QoS flows are similar, as in legacy. Hence it should be supported with minimum specification impacts (e.g. RAN now needs to also account for the new PDU-set-specific QoS parameters, which is anyways true for all mapping options). On the contrary, for alternative N111, the issue of differentiating their treatment to reflect their different QoS enforcements must be addressed. Given the key differentiating parameter is the “importance” value, we think the best suited procedure for addressing those is the LCP, which we address in [2].
Proposal 8: For alternative N111, RAN2 must study LCP improvements to address the QoS differentiation of the different PDU set types.  
· Further down selecting
Considering the issue associated with the PBR determination for alternatives N11N and N1NN (where the latter has the re-ordering issue on top) we suggest that these alternatives are deprioritized for the WI.
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Proposal 9: Alternatives N11N and N1NN are deprioritized for the WI.  
Conclusion
According to the analysis in section 2, we have the following observations and proposals:
Proposal 1: If SA2 supports a PDU set mapping where different PDU set types are mapped to different QoS flows, then both alternatives 111 and NN1 should be supported, where it is left to RAN implementation to choose to map the different QoS flows to the same or different DRBs, considering legacy and new QoS parameters supported for PDU sets. 
Proposal 2: If SA2 supports a PDU set mapping where different PDU set types are mapped to the same QoS flow, then RAN2 should further down-select among alternatives N11 and N1N. 
Proposal 3: Alternatives 111 and N1N result in a one-to-one mapping between DRB and LCH (RLC entity), as in legacy.  
Proposal 4: Alternatives NN1 and N11 result in two sub-models:
· one-to-one mapping between DRB and LCH (RLC entity), as in legacy
· one-to-many mapping between DRB and LCH (RLC entity)  
Proposal 5: Capture the mapping alternatives of Figure 1 in the TR.
Observation 1: When CN multiplexes different PDU set types into the same QoS flow, it expects in-order delivery through the Uu interface (unless explicitly disabled).
Proposal 6: For alternative N1NN, the L2 user plane protocol must be enhanced to re-order the PDUs from the different PDU sets de-multiplexed onto the DRBs.  
Proposal 7: For alternatives N11N and N1NN, RAN2 must address the issue that the PBR of each logical channel is tricky – if possible at all – to determine.  
Observation 2: SA2 have to solve the very same issue of defining both GFBR and MFBR associated with each QoS flow which are tricky – if possible at all – to determine with the option where different PDU set types are mapped to different QoS flows.
Proposal 8: For alternative N111, RAN2 must study LCP improvements to address the QoS differentiation of the different PDU set types.  
Proposal 9: Alternatives N11N and N1NN are deprioritized for the WI.  
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Annex: TP to TR 38.835
5.1.2	Layer 2 Structure
Depending on how the mapping of PDU sets onto QoS flows is done in the NAS and how QoS flows are mapped onto DRBs in the AS, we can distinguish the following alternatives (as depicted on Figure 5.1.2-1 below):
-	1111: one-to-one mapping between types of PDU sets and QoS flows in the NAS, one-to-one mapping between QoS flows and DRBs, and one-to-one mapping between DRBs and LCHs (RLC entities) in the AS. From a Layer 2 structure viewpoint, this alternative is already possible and requires as many DRBs as types of PDU sets. Providing different QoS for the types of PDU sets is already possible.
-	NN11: one-to-one mapping between types of PDU sets and QoS flows in the NAS and possible multiplexing of QoS flows in one DRB, and one-to-one mapping between DRBs and LCHs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flows multiplexed in a DRB the same QoS. Providing different QoS for the types of PDU sets (i.e. QoS flows) multiplexed in a single DRB is currently not possible.
-	NN1N: one-to-one mapping between types of PDU sets and QoS flows in the NAS and possible multiplexing of QoS flows in one DRB, then demultiplexing of PDU sets from one DRB onto multiple LCHs in the AS. From a Layer 2 structure viewpoint, demultiplexing of PDU sets from one DRB onto multiple LCHs is currently not possible.
-	N111: possible multiplexing of types of PDU sets in one QoS flow in the NAS, one-to-one mapping between QoS flows and DRBs and one-to-one mapping between DRBs and LCHs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flows multiplexed in a DRB the same QoS. Providing different QoS for the types of PDU sets multiplexed in a single QoS flow/DRB is currently not possible And would require LCP improvements to address the QoS differentiation of the different PDU set types.
-	N11N: possible multiplexing of types of PDU sets in one QoS flow in the NAS, one-to-one mapping between QoS flows and DRBs, then demultiplexing of PDU sets from one DRB onto multiple LCHs in the AS. From a Layer 2 structure viewpoint, demultiplexing of PDU sets from one DRB onto multiple LCHs is currently not possible. Moreover, the PBR of each logical channel is tricky – if possible at all – to determine, considering different frames types are inserted quasi-randomly by modern video codecs used in XR applications.
-	N1NN: possible multiplexing of types of PDU sets in one QoS flow in the NAS, demultiplexing of PDU sets from one QoS flow on multiple DRBs and one-to-one mapping between DRBs and LCHs in the AS. From a Layer 2 structure viewpoint, demultiplexing of PDU sets from one QoS flow onto multiple DRBs is currently not possible. Moreover, the PBR of each logical channel is tricky – if possible at all – to determine, considering different frames types are inserted quasi-randomly by modern video codecs used in XR applications. In addition, when CN multiplexes different PDU set types into the same QoS flow, it expects in-order delivery through the Uu interface (unless explicitly disabled). Consequently, the L2 user plane protocol must be enhanced to re-order the PDUs from the different PDU sets demultiplexed onto the DRBs.
Editor's Note: the mapping of PDU sets on QoS flows is up to SA2.
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Figure 5.1.2-1: Mapping Alternatives
In addition, the notion of PDU set does not impact the granularity of:
-	SDAP SDU handling: SDAP still maps every incoming SDU to a single PDU for a single PDCP entity;
-	Retransmissions: HARQ still relies on MAC PDUs and ARQ on RLC PDUs.
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