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Introduction

In the last RAN2 #119 bis-e meeting, the 3GPP TR 38.835 of Study on XR enhancements for NR service was updated[1]. In the TR, ‘Multi-modal Data’ was added, which was defined by 3GPP SA2 work group. The definition is as follows:

	Multi-modal Data: Multi-modal Data is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g. one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data.


From the definition, we can see that there is strong dependency among each single-modal Data of multi-modal data. In addition, according to TS22.261, multi-modal communication service of XR applications are supported in 5G system[2]. For immersive multi-modal VR applications, synchronization between different media components is critical in order to avoid having a negative impact on the user experience (i.e. viewers detecting lack of synchronization), particularly when the synchronization threshold between two or more modalities is less than the latency KPI for the application. Example synchronization thresholds are summarized in table 1.

Table 1: Typical synchronization thresholds for immersive multi-modality VR applications

	Media components
	synchronization threshold (note 1)

	audio-tactile
	audio delay:

50 ms
	tactile delay:

25 ms

	visual-tactile
	visual delay:

15 ms
	tactile delay:

50 ms

	audio-visual
	audio delay:

20ms
	visual delay:

20ms

	NOTE 1:  for each media component, “delay” refers to the case where that media component is delayed compared to the other.


We can see that, except for dependency, synchronization is also a critical requirement for multi-modal data transmission. Since the multi-modal data synchronous transmission is an End-to-End requirement, the synchronous transmission on RAN is also needed. In this contribution, we mainly discuss the multi-modal data synchronous transmission issue in RAN for XR service.

Discussion

2.1
Multi-modal data synchronous transmission in RAN

Media synchronization requires that data from two or more modalities is synchronized to a common timeline(i.e., synchronization threshold) when presented to the end user or received at the client application. 
According to the SA2 technical report, key issues on XR multi-modal traffic synchronization transmission handing were discussed in the recent 3GPP SA2 meetings and were captured in TR 23700-60-110[3]. Many SA2 associated 5GC enhancement solutions were proposed. To easily illustrate the issue, we take the following key issue1 as an example.

Key Issue #1: Policy control enhancements to support multi-modality flows coordinated transmission for single UE

This key issue studies how to support coordinated transmission for multi-modality flows with a single UE. The objective of this key issue is to study how to enhance 5GS to better support the coordinated delivery of application traffic’ streams that are related to each other and belong to a single UE. It is assumed the application servers for tactile and multi-modal data should be deployed in one DNN, and these services should belong to one S-NSSAI. So in general, a common PDU session may be established to transmit these tactile and multi-modal flows.

The main solution on key issue1 clarified in TR23700-60 is that AF in 5GC requests PCF to generate delay difference threshold (as a QoS parameter) for specific couple of flows. And also, the PCF is triggered to monitor the real delay of each flow and calculate the delay difference. Based on the calculated delay difference, the PCF is able to trigger the PCC rule(QoS profiles) adjustment for the couple of flows. If the AF requires that the 5GS should keep the calculated delay difference less than AF required delay difference threshold, the PCF may adjust the PCC rules for one or each of the couple of flows e.g. using alternative QoS profile, or adjust QoS parameters e.g. using a standardized 5QI with minimize the delay difference value. For example: For the flow with a larger delay, the PCF may use alternative QoS profile with a lower E2E PDB or High Priority Level. For the flow with a small delay, the PCF may use alternative QoS profile with a larger E2E PDB or Low Priority Level. 

Observation 1: For multi-modal transmission, in order to fulfill the synchronization requirement of XR multi-model traffic, the QoS profile of a specific traffic flow can be adjusted.

The transmission architecture of multi-model traffic for single UE is shown in Figure 1 below. The application client(s) of the different types of data is located at one UE, and multi-modal traffic flows are coordinately transmitted to a single UE. A common PDU session may be established to transmit those multi-modal traffic flows.
Take the DL transmission as an example. Firstly, multi-modal traffic flows is sent to 5GC from application server. In 5GC, multi traffic flows may mapped to multi QoS flows. And the multi QoS flows may belong to a common PDU session, which is characterized with an end-to-end delay difference threshold(a common timeline), which means all the traffic flows of the common PDU session is synchronized to a common timeline when presented to UE. Then, 5GC delivers the multi QoS flows with the basic XR granularity of PDU sets to RAN via NG-U interface. In RAN, gNB may map the multi QoS flows to one or more DRBs. In the end, multi-modal PDU sets is transmitted to UE via those DRB(s). 
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Figure 1 Transmission architecture for multi-model traffic 

When it comes to RAN, for DL transmission, as a receiver, UE or gNB is able to sensing the real-time transmission situation and judge the transmission delay difference. It is reasonable for the 5GC to provide the RAN delay difference threshold to gNB or UE for synchronization monitoring. For example, if the end-to-end transmission delay difference(synchronization threshold) of two synchronization required flows is 50ms, and when 5GC detected the the transmission delay is 20ms, we can infer that the RAN delay difference threshold(from gNB to UE) is 30ms which can be provided to UE or gNB by 5GC. (In the above case, if one DRB is established for the multiple QoS flows, the PSDB is the necessary, dedicated RAN delay difference threshold is unnecessary. However if two or more DRBs is established for the multiple QoS flows, dedicated RAN delay difference threshold between those DRBs is necessary).
Observation 2: For multi-modal transmission, UE or gNB is able to sensing the real-time transmission difference situation and judge the transmission delay difference on Uu directly.
Based on the RAN synchronization threshold, UE or gNB may able to monitoring and compare with the RAN delay difference of the multi-modal traffic data which is transmitted on the established DRB(s) between UE and gNB. When the real RAN delay difference is lager than or equal to the required synchronization threshold, gNB or UE may feedback this warning information to 5GC to trigger 5GC to adjust the PCC rules for one or each of the multi-modal flows e.g. using alternative QoS profile, or adjust QoS parameters e.g. using a standardized 5QI with minimize the delay difference value. For example: For the flow with a larger delay, the PCF may use alternative QoS profile with a lower E2E PDB or High Priority Level.For the flow with a small delay, the PCF may use alternative QoS profile with a larger E2E PDB or Low Priority Level. By this way, the 5GC can get the delay difference beyond the synchronization threshold earlier than monitoring by itself. Thus, for the consideration of improving the delay difference monitoring efficiency, it is suggested to support RAN-based synchronization delay difference monitoring and trigger mechanism. 

To support the RAN-based synchronization delay difference monitoring and trigger mechanism, 5GC may need to send RAN delay difference threshold(synchronization threshold) to UE or gNB. And also, gNB or UE should feedback warning information to 5GC when the real RAN delay difference is larger than the threshold. If supporting gNB-based RAN delay difference monitoring and triggering mechanism, the NG-C or NG-U interface may need to be enhanced for synchronization delay information interaction. In addition, if UE is responsible for RAN delay difference monitoring, it may need to report the real delay difference to gNB or 5GC. Since it is agreed in last RAN119-bis-e meeting, UE may report the delay information in BSR to gNB, it is reasonable to add synchronization delay information in BSR to gNB for multi-modal transmission. Whether to support the gNB-based monitoring mechanism or UE-based monitoring mechanism need to be discussed in RAN2. 

Proposal 1: For multi-modal transmission, it is suggested to study the RAN-based synchronization delay difference monitoring mechanism.
Conclusion

In this contribution, we have made analysis on multi-modal synchronization transmission. The following observations and proposals were made:
Observation 1: For multi-modal transmission, in order to fulfill the synchronization requirement of XR multi-model traffic, the QoS profile of a specific traffic flow can be adjusted.

Observation 2: For multi-modal transmission, UE or gNB is able to sensing the real-time transmission difference situation and judge the transmission delay difference on Uu directly.
Proposal 1: For multi-modal transmission, it is suggested to study the RAN-based synchronization delay difference monitoring mechanism.
Reference

 3GPP TR 38.835 V0.3.0 Study on XR enhancements for NR.

 3GPP TS 22.261-j00, Service requirements for the 5G system.
 3GPP TR 23.700-60 V1.1.0, Study on XR (Extended Reality) and media services (Release 18).

