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Introduction
In RAN#94 e-meeting, the SID of AI/ML for NR Air Interface [1] was approved. In the WID, it is mentioned that the RAN2 only starts the work (e.g. consider the Protocol aspects) after there is sufficient progress on the use case study in RAN1:
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
Since RAN1 has already discussed the AI/ML item for 3 group meetings and some progress is made, in this document, we share our views about the consideration on the RAN2 impact for different use cases.
Discussion
0. CSI feedback enhancement
2.1.1	Sub use case identification
In RAN1#109-e meeting, RAN1 discussed some sub use cases for CSI feedback enhancement, and one sub use case below was selected by RAN1 as one representative sub use case for CSI feedback enhancement [2].
· Spatial-frequency domain CSI compression using two-sided AI model
In RAN1#110-e meeting, the two sub use cases below were excluded by RAN1 [3].
· CSI-RS configuration and overhead reduction
· Resource allocation and scheduling
In RAN1#110bis-e meeting, RAN1 further discussed the other use cases for CSI feedback enhancement, and the three sub use cases below were excluded by RAN1[4].
· Temporal-spatial-frequency domain CSI compression using two-sided model
· Improving the CSI accuracy based on traditional codebook design using one-sided model
· Joint CSI prediction and compression
Based on above, from RAN2 perspective, it seems to be reasonable that RAN2 starts the CSI feedback enhancement study and discussion based on the agreed sub use case in RAN1 i.e. spatial-frequency domain CSI compression using two-sided AI model. 
In addition, CSI prediction using one-sided model sub use case is assumed to be selected as a sub use case of CSI feedback enhancement during evaluation discussion in RAN1, it has a high probability of being selected as representative sub use case by RAN1. But, anyway, it should be depended on RAN1 to make the decision whether CSI prediction using one-sided model sub use case will be selected as representative sub use case for CSI feedback enhancement. RAN2 can wait for the progress of RAN1 to start RAN2’s work on CSI prediction sub use case.
Proposal 1	RAN2 starts the discussion of CSI feedback enhancement based on the agreed representative sub use case in RAN1, i.e., spatial-frequency domain CSI compression using two-sided AI model.
2.1.2	Training collaborations
In RAN1#110-e meeting, training collaborations for spatial-frequency domain CSI compression using two-sided AI model had been discussed and the following agreement was achieved [3].
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


Three training collaboration types were proposed in RAN1 for spatial-frequency domain CSI compression using two-sided AI model. 
For type 1, the AI model will be joint trained at one side, UE-sided or network-sided, the AI model needs to be transferred from UE/network to network/UE by air interface for inference. 
For type 2, the AI model will be joint trained at network side and UE side, respectively. It seems no AI model needs to be transferred by air interface, but some training related information (e.g. forward propagation values, backward propagation values, etc.) could need to be exchanged between UE and network.  
For type 3, the AI model is separate trained at network side and UE side, the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively. It could be one side (UE side or network side) to train the CSI generation part and CSI reconstruction part firstly, then, send dataset and/or label (e.g. target output of CSI generation part / target input of CSI reconstruction part) to another side to train CSI generation part or CSI reconstruction part. It could also be parallel training at UE side and network side based on the same or different dataset.
Based on RAN1’s progress, RAN2 can start to discuss RAN2 impacts for two-sided AI model based on the three training collaboration types.
Proposal 2	For spatial-frequency domain CSI compression, RAN2 further discuss the protocol impacts based on the two-sided AI model with the three training types provided by RAN1.
2.1.3	Potential specification impacts in RAN2
In our contribution [5], life cycle management (LCM) is discussed generally. For CSI feedback enhancement use case, based on LCM, some spec impacts in RAN2 could be considered. We start to discuss the spec impacts in RAN2 based on the three training collaboration types for two-sided model. A table is listed below.
Table1 Potential specification impacts for two-sided AI model based on LCM
	                    Type
LCM                     
	type1
	type2
	type3

	Data collection
	data collection and data transfer
	data collection and data transfer
	data collection and data transfer

	Model training
	/
	/
	/

	[Model registration]
	depend on RAN1
	depend on RAN1
	depend on RAN1

	Model deployment
	depend on RAN1
	depend on RAN1
	depend on RAN1

	 [Model configuration]
	depend on RAN1
	depend on RAN1
	depend on RAN1

	Model inference operation
	/
	/
	/

	Model selection, activation, deactivation, switching, and fallback operation
	model selection, activation, deactivation, switching, and fallback operation
	model selection, activation, deactivation, switching, and fallback operation
	model selection, activation, deactivation, switching, and fallback operation

	Model monitoring
	indicator information (if network monitoring) or assistance information (if UE monitoring)
	indicator information (if network monitoring) or assistance information (if UE monitoring)
	indicator information (if network monitoring) or assistance information (if UE monitoring)

	Model update
	/
	/
	/

	Model transfer
	Model transfer
	/
	/

	UE capability
	UE capability
	UE capability
	UE capability


Based on the table above, for data collection and data transfer, considering that it is much more appropriate for the network to collect CSI data from UEs for training dataset generalization, dataset collection is needed for all training collaborations types. For type2 and type3, dataset transfer which means network needs to send the collected dataset to UE is needed. However for type1, only when the model is trained at UE side, dataset transfer is needed, if the model is trained at network side, the network only need to send the trained model to UE, no dataset transfer is needed. Besides, data collection and data transfer can also include label, training related information (e.g. forward propagation values, backward propagation values, etc.) and assistance information exchange between UE and network. As data collection is being discussed in RAN1, RAN2 can discuss how to transfer the data between UE and network after further progress in RAN1. 
For Model training/Model update/ Model inference operation, we understand that it depends on implementation, and without the specification impacts. About the input and output of AI model, it should be first discussed in RAN1.
Model registration, Model deployment, and Model configuration seems not to be very clear in RAN1 at this moment. Maybe, RAN2 can wait for RAN1’s further progress on them.
For model transfer, it is obvious that the model transfer is needed if type1 is selected as the training collaboration type for two sided model. More discussion on model transfer is discussed in our contribution [5].
Regarding UE capability, it may be earlier to discuss the UE capability at this stage. But it can be foreseen that some impacts on the UE capability will need to be introduced, e.g. the UE storage capability, AI/ML model related capability and etc. We can wait for the more input according to the study progress. 
Based on the consideration above, RAN2 can focus on model monitoring and model selection, activation, deactivation, switching, and fallback operation to start to study the spec impact for CSI feedback enhancement in RAN2. For two-sided AI model, it could be UE or network to perform model monitoring for overall model performance. Furthermore, in RAN1#110bis-e meeting, it was agreed as follow.
	In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network, NW will further makes decisions of model activation/ deactivation/updating/switching    


Based on RAN1’s agreement, if NW monitors the model is poor performance, NW can send indication information to UE to indicate model activation/deactivation/update/switching. If UE monitors the model is poor performance, the UE can report assistance information to NW, then, NW will indicate UE to perform model activation/deactivation/update/switching. More details can be discussed in RAN2. 
In addition, the configuration and reporting for AI-based CSI feedback also should be considered in RAN2 after more progress is made in RAN1.
Proposal 3	For spatial-frequency domain CSI compression, RAN2 first discuss the protocol impacts of model monitoring, model selection, activation, deactivation, switching, and fallback.
0. Positioning accuracy enhancement
2.2.1	Sub use case identification
For positioning accuracy enhancement, the direct AI/ML positioning and the AI/ML assisted positioning are defined as two sub use cases by RAN1. So RAN2 discussion should be based on the 2 sub use cases. And for the AI/ML assisted positioning, there are also some branches, e.g. LOS classification, time and angle measurements such as ToA/AoA/AoD.
And based on the terminology defined in TS 38.305 when describe the positioning methods, 5 cases are classified and provided by RAN1 at last meeting:
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Each potential positioning method can be mapped to one or more of the cases. For example [6]:
[image: ]
[bookmark: _Ref111122046]Figure 1: AI/ML model is used to directly output UE’s position
Figure 1 illustrates an AI/ML model used to directly calculate UE’s position from CIR (Channel impulse response), so it is a kind of direct AI/ML positioning. The AI/ML model can be deployed at UE or LMF side, and case 1 is used.
Another example:
[image: ]
[bookmark: _Ref111122290]Figure 2: AI/ML model is used to estimate timing and/or angle of measurements
Figure 2 illustrates a 2 steps procedure to deduce the UE position finally. Among the currently supported positioning methods, DL-TDOA, UL-TDOA and Multi-RTT perform position estimation based on time domain measurement, and DL-AoD and UL-AoA perform position estimation based on spatial domain measurement. The time and angle measurements are intermedium quantities for positioning.
· If the AI/ML model is deployed in the UE side for the first step, and traditional positioning method is in the LMF side (Figure 2) to calculate the final UE position from the time and angle measurements such as ToA/AoA/AoD, case 2a is used; 
· If the AI/ML model is deployed in the LMF side for the second step, and traditional positioning method is in the UE side to calculate the time and angle measurements such as ToA/AoA/AoD from UE’s local measurement result, cased 2b is used; 
· Another possible solution is to use AI/ML model to estimate timing and/or angle of measurements, and another AI/ML model is used to perform UE position estimation based on the estimated timing and/or angle of measurements. In this case, two AI/ML models may be deployed at UE side and LMF side respectively. For this solution, case 2a and case 2b can be used in order in one procedure.
Since the AI/ML model may be deployed at UE, gNB or LMF side, and may have different intermedium quantities e.g. LOS classification, time and angle measurements such as ToA/AoA/AoD, the RAN2 discussion about specification impact can be based on the 2 sub use cases and the 5 detailed cases classification.
Proposal 4	RAN2 further discuss AI/ML based positioning accuracy enhancement based on the 2 sub use cases, i.e., direct AI/ML positioning and AI/ML assisted positioning,  and the 5 detailed cases classifications, i.e., case 1, 2a, 2b, 3a and 3b.
[bookmark: _Ref111129927][bookmark: OLE_LINK1][bookmark: OLE_LINK2]2.2.2	Potential specification impacts in RAN2
Regarding potential specification impacts in RAN2 for positioning accuracy enhancement use case, the discussion can be based on the LCM steps. For the LCM steps, some potential specification impacts for positioning accuracy enhancement use case have been agreed by RAN1 as below:
	Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data


From the RAN1 agreements listed above, we can see that some potential specification impact has been initially analysed from RAN1 point of view.
For data collection, it is related to the deployed entity of the AI/ML model training and AI/ML model inference. For case 1, case 2a and case 3a, the UE-side model and gNB-side model may be trained at UE side, gNB side or LMF side respectively. For example, if an AI/ML model is trained at LMF side, multiple UEs/PRUs/gNBs report the channel observations and corresponding labels to LMF, and LMF will obtain a large-scale dataset for AI/ML model training, and the trained model needs to transfer to UE/gNB side for AI/ML model inference. The collected data may contain channel observation and corresponding label, e.g. ground truth label and/or other training data. And the report and feedback information and any other information except model transfer is also in the data collection scope;
For Model training and inference, the AI/ML model can be trained/inferred at UE side, at gNB or at LMF side for different cases. If the AI/ML model is trained at UE/gNB side, it is preferred that LMF side can collects a large-scale dataset from numerous UEs/PRUs/gNBs and transmits the dataset to UE/gNB side for AI/ML model training. If AI/ML model is inferred at UE side for case 1 and case 2a, UE obtains the channel observation by measuring DL-PRS, and then the channel observation is taken as the input of AI/ML model for inference. If AI/ML model is inferred at gNB side for case 3a, gNB obtains the channel observation by measuring UL-SRS, and then the channel observation is taken as the input of AI/ML model for inference. If AI/ML model is inferred at LMF side for case 2b and case 3b, UE/gNB obtains the channel observation and transmits the channel observation to LMF side for AI/ML model inference;
For Model monitoring, whether the model inference and model monitoring are deployed at the same entity may seriously impact the assistance information transmitted in the air interface. When the AI/ML model can be inferred and monitored at same side, the specification impacts may be smaller. For example, if the AI/ML model is inferred and monitored at UE side, the ordinary UE estimates its position or timing/angle of measurements or LOS/NLOS based on traditional algorithms, and the estimated results are compared with the performance of AI/ML model for model monitoring; When the AI/ML model are inferred and monitored at different sides, some assistance information may be transmitted from one side to other for assisting model monitoring;
For AI/ML model indication[/configuration], the validity conditions, e.g., applicable area/zone, scenario, environment and time interval may be configured to limit the scope of model use, and assistance signaling including reference signals configuration may be set to the UE for DL intermedium quantity measurement, e.g. TDOA, AoD. And for AI/ML model monitoring, Therefore, in RAN2 the discussion can be started per use case based on the RAN1 agreements about specification impact per LCM step.
Proposal 5	For positioning accuracy enhancement use case, RAN2 first discuss the protocol impacts of the following LCM aspects:
· Data collection;
· Model training and inference;
· Model monitoring.
0. Beam management
2.3.1	Sub use case identification
In RAN1 previous meetings, it was concluded that:
	RAN1#109 meeting:
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

	RAN1#110bis meeting:
Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2.
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2.


It can be seen that RAN1 has no consensus to support on studying any other sub use cases apart from BM-Case 1 and BM-Case 2. Hence, it is proposed in RAN2 to start based on the two agreed BM-cases:
Proposal 6	RAN2 further discuss the two sub use cases for BM 
· BM-Case1: Spatial-domain DL beam prediction;
· BM-Case2: Temporal DL beam prediction based on the historic measurement results.
2.3.2	Potential specification impacts in RAN2
In RAN1#110 meeting, RAN1 has identified some basic procedures for LCM and spec impacts related to BM LCM procedure. In this section, we analyze the potential specification impacts from RAN2 perspective following the LCP procedure.
Data collection
In RAN1#110bis meeting, it was concluded in general aspects of AI/ML framework that [4]:
	Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.


For BM, it can follow the conclusion in general part, i.e. data collection may be performed for model training, model inference, model selection, model update and etc. Basically, Reference signals will be configured for beam predication and beam measurement. But new content/type of collected data is not excluded. For example, assistance information related to beam information, e.g. Tx and/or Rx beam shape information may be necessary. Furthermore, the size and reporting frequency for data have not been identified in RAN1 yet. These may have impacts on RAN2 spec and requires RAN2 further study.
Model inference
It has been agreed in RAN1 that:
	Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

	Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded


If the model is inferred at gNB side, the UE needs to report the measurement results to the network as the inputs of the AI/ML inference at the network. And the network may configure the predicted beam information to the UE. If the model is inferred at the UE, the UE performs the measurements and inferences. Then, the UE reports the predicted beam information to the network.
Model monitoring
Since the propagation environment in the system may change due to various factors, e.g. moving of UE and new obstacles, the predicated beam information may be accurate. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions should be taken when the AI/ML model becomes invalid.
It was agreed in RAN1 that:
	Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded


It can be seen that RAN1 has identified some specification impacts on the following aspects including assistance signaling and procedure, report/feedback and procedure. So, RAN2 can focus on whether new mechanism will be introduced for beam measurement and how to configure it.
Model transfer
Model transfer may be needed to synchronize the model information between the UE and NW. If AI/ML model for BM is transferred within 3GPP, we think the following characteristics/procedures can be further studied for model transfer:
· Full or partial model transfer;
· Size of model transfer;
· Model transfer frequency;
· Latency and reliability requirements for model transfer;
· Signaling for model transfer, e.g., User plane or control plane;
· Model delivery format for model transfer, e.g., ONNX or 3GPP-standadized model representation format.
Based on the analysis above, we propose that:
Proposal 7	For BM, RAN2 first discuss the protocol impacts of the following aspects:
· Configuration on measurement and report of the data for data collection;
· Configuration on UE measurement /reporting /triggering/assistance information for model inference;
· Configuration on measurement/report for model monitoring, e.g. model update/switch/fallback;
· Characteristics/procedures for model transfer if AI/ML model is transferred within 3GPP.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For CSI feedback enhancement:
Proposal 1	RAN2 starts the discussion of CSI feedback enhancement based on the agreed representative sub use case in RAN1, i.e., spatial-frequency domain CSI compression using two-sided AI model.
Proposal 2	For spatial-frequency domain CSI compression, RAN2 further discuss the protocol impacts based on the two-sided AI model with the three training types provided by RAN1.
Proposal 3	For spatial-frequency domain CSI compression, RAN2 first discuss the protocol impacts of model monitoring, model selection, activation, deactivation, switching, and fallback.
For positioning accuracy enhancement:
Proposal 4	RAN2 further discuss AI/ML based positioning accuracy enhancement based on the 2 sub use cases, i.e., direct AI/ML positioning and AI/ML assisted positioning,  and the 5 detailed cases classifications, i.e., case 1, 2a, 2b, 3a and 3b.
Proposal 5	For positioning accuracy enhancement use case, RAN2 first discuss the protocol impacts of the following LCM aspects:
· Data collection;
· Model training and inference;
· Model monitoring.
For beam management:
Proposal 6	RAN2 further discuss the two sub use cases for BM 
· BM-Case1: Spatial-domain DL beam prediction;
· BM-Case2: Temporal DL beam prediction based on the historic measurement results.
Proposal 7	For BM, RAN2 first discuss the protocol impacts of the following aspects:
· Configuration on measurement and report of the data for data collection;
· Configuration on UE measurement /reporting /triggering/assistance information for model inference;
· Configuration on measurement/report for model monitoring, e.g. model update/switch/fallback;
· Characteristics/procedures for model transfer if AI/ML model is transferred within 3GPP.
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