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Introduction
In last RAN2 meeting, the general part of AI/ML for NR Air-interface was discussed and the following assumption and agreements are achieved:
	Some initial Assumptions on the work: 
-	Assume that RAN2’s work can be somewhat split: A) use-case-centric configuration, signalling and control procedures, B) management of data and AI/ML models (where part of discussion may overlap between use cases).
-	Assume that e.g. for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capabilities has a role in this. 
-	Chair assumes that we will input on various aspects when the time is right, and e.g. postpone things that obviously need R1 decisions, but there could be some rare exception. 
Agreements:
· Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
· Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed
· R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
· R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
· R2 assumes that a model is identified by a model ID. Its usage is FFS. 
· General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.


In this contribution, we continue to discuss the general part of AI/ML item, based on the latest RAN1 agreements.
Discussion
0. Collaboration level clarification
It is the RAN1 assumption and agreements that:
	Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.
Agreement
Clarify Level x/y boundary as:
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)


[bookmark: _GoBack]RAN1 further clarify the boundary between the collaboration level x and y, and the boundary between the collaboration level y and z. From the clarification, collaboration level x is totally implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement. Therefore, collaboration level x should not have any specification impact. The performance of collaboration level x may even transparent for the 3GPP system.
Observation 1: Collaboration level x has no any specification impact, but collaboration level y and z have.
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]For collaboration level y and z, as described by RAN1, both may need LCM related signalling transmission, and if the model is needed to be transferred un-transparent to 3gpp signalling over the air interface, collaboration level z is appropriate. But from RAN2 point of view, the classification of the collaboration level(s) provided by RAN1 can be considered as a general definition for representation, RAN2 may directly focus on the detailed signalling/ assistance information transmission and/or the model transfer method(s) per use case.
Proposal 1 	RAN2 consider different collaboration level y and z as general concept, and will in the next step focus on the necessary mechanism/signaling/ assistance information transmission and the model transfer method(s) for the relevant AI/ML use cases.
0. Functional framework
It is suggest in the SID [1] that for the study on AI/ML for air-interface, the basic framework and principles agreed for RAN3 FS_NR_ENDC_data_collect, as captured in section 4 of TR 37.817 [2], should be taken into consideration for possible applicability.
In our view, the framework of AI/ML application in air interface should embody how AI/ML model is trained, deployed, monitored and interactive with other modules for wireless communication. Thus the framework shall at least include function blocks as: data collection, model training, model management, AI/ML model and actor. Figure 1 illustrates how these function blocks are interactive with each other. Potential data feedback from actor to data collection block is marked in dash line.
[image: ]
[bookmark: _Ref114492203]Figure 1 Functional framework of AI/ML in NR air interface.
Compared to RAN3 framework, model management becomes much more complicated. Specifically, in RAN3, all AI/ML models are deployed within network. Thus all LCM operations are always up to network implementation and may not need to present in the functional framework. However, in RAN1, collaboration between UE and network is introduced for AI/ML based approaches. A model deployed in one node may also be (fully or partially) managed by the other node.  Such new features/functions require careful study than before. 
Observation 2: Compared to RAN3 framework, model management becomes much more complicated in RAN1 framework and may need to be considered carefully.
In the last RAN1 meeting, good consensus was reached on deferring functional framework discussion until sufficient progress is made on LCM [3]. From the view of study progress, sufficient process on LCM should be achieved firstly. And then we can consider the definition of RAN1 framework for AI/ML-based approach and the specification impact based on the RAN1 framework. Further progress if any in RAN2 should also be taken into account. 
Proposal 2	The building blocks of the framework in TR37.817 can be taking as a starting point, additionally the model management is an important module to be taken into account in the general AI/ML framework in this study item. RAN2 assumes RAN1 will discuss from their perspective the necessary framework and RAN2 wait for more progress in RAN1 before further discuss the general framework for AI/ML. 
0. Life Cycle Management (LCM) steps
In RAN1#110 meeting, RAN1 agreed an initial procedure of Life Cycle Management (LCM) as follows, to control and manage the whole life of the AI/ML based function enhancement. But the steps and the necessity of some components are not clearly defined now.
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


In the LCM procedure, some steps are tentative and some steps may have not been well defined. Therefore generally speaking, RAN2 could first discuss which steps can have some discussion in RAN2 for the specification impact aspect, and the detailed content can be further discussed based on RAN1 progress made at each meeting.
Proposal 3	RAN2 protocol impact for the AI/ML use cases could be studied based on the Life Cycle Management steps defined by RAN1.
We general classify the LCM steps and analyses the potential RAN2 work as below, based on the RAN1 agreements made at last meeting:
- Data collection
The involved RAN1 agreements are:
	Agreement
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


From RAN1 agreement, it is obvious that the “Data collection” defined by RAN1 could include the “Data collection” defined in TR37.817
The “Data collection” defined in TR37.817 is:
	-	Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.


Besides the data used for input of model training or model inference, the data could also be collected for the function of model monitoring, model selection, model update, etc. Since RAN1 has illustrated that Data collection also includes associated assistance information, we can classify this function into 3 parts:
· Part 1: Input data for training (or re-training) and for inference, respectively;
· Part 2: Input data to assist the model monitoring;
· Part 3: Assistance information between UE and gNB for model selection, activation, deactivation, switching, update and fallback, etc.
Since the first two parts are essential and should be defined by RAN1 first, RAN2 could firstly focus on the part 3 of assistance information transmission between UE and gNB, for different LCM steps per use case.
Observation 3: The content of input data for training/inference should be defined by RAN1 for different use cases or sub-use cases.
Proposal 4	For data collection, RAN2 focus on the assistance information transmission and/or data exchange between UE and gNB, for different LCM steps per use case.

- Model training/inference operation
The involved RAN1 agreement about model training or model inference is about data collection as mentioned above. We think in many cases the model training and the model inference mainly involve internal operation of the UE and/or the network, and the protocol/singaling impact may not be as much as some of the other LCM steps. 
The terminology of One-sided (AI/ML) model and Two-sided (AI/ML) model are defined to indicate whether a joint inference is performed by both the network and the UE, e.g. for CSI compression, a two-sided model is used. And besides the inference type, whether a joint training is performed by both sides is also discussed for specific use case. By deciding the model training/inference side(s), main structure and the necessary assistance information transmitted between UE and gNB can be identified for different LCM steps for different sub-use cases.
Observation 4: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Proposal 5	Detailed RAN2 protocol/signaling impact between UE and gNB for model training/inference can be studied based on the RAN1 decision on the model training/inference side(s) per sub-use case.

- Model transfer
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Model transfer is an important function which method(s) can be discussed by RAN2. If the model needs to be transferred within 3GPP, then it is RAN2’s job to discuss the detailed solutions, e.g. whether and how the model transfers in a CP/UP solution. 
Proposal 6	If the AI/ML model is not transparent to 3GPP air interface, RAN2 should discuss the detailed solutions, e.g. whether and how the model transfers in a CP/UP solution.
For UP solution, the AI/ML model could be transferred using DRB in the air interface, and the AI/ML model transfer almost has no impact on RAN2. Since in legacy data transmission mechanism the DRB from UE side cannot be stopped in the gNB side, the AI/ML model should be transferred between the CN node and the UE. There are three use cases assumed by RAN1 for this study item, the CSI feedback enhancement and the beam management only involving UE and gNB. The third use case of positioning accuracy enhancement may have impact on the CN node of LMF. At least for the use cases not involving CN, the UP solution seems inappropriate and not necessary because the additional complexity and impact on CN may be large and uncontrollable. For positioning accuracy enhancement, the CP procedure of LPP and LPPa can be considered as the baseline; and since the legacy UP procedure of positioning is out of 3GPP scope, UP procedure for positioning accuracy enhancement can also be deprioritized in RAN2 discussion.
Observation 5: Current/legacy UP solution which can be directly reused for AI/ML model transfer via DRB will introduce additional complexity and impact to CN. 
Proposal 7	FFS the need for UP solution, taking into account its CN impact, as well as whether CP-based solution(s) can solve all the agreed use cases in this study item. 
For CP solution, 2 options can be considered:
· CP option 1: The AI/ML model is transferred by RRC message transparently, e.g. using an RRC container in the UL/DLInformationTransfer message;
· CP option 2: The AI/ML model is transferred by RRC message un-transparently, e.g. adds the model functionality and/or associated information in RRCReconfiguration message.
For both options, there are some Cons and Pros, and the specification impact is also different for RAN2:
Table 1 Cons/Pros and specification impact for the 2 CP options
	
	CP Option 1: RRC container
	CP Option 2: RRC message un-transparently

	Pros
	No need for RRC to analysis the model content, only sending to upper layer is needed;
Simple for RRC.
	The model can be analyzed by RRC, therefore delta-config can be executed by RRC signaling;
Flexible control by RRC.

	Cons
	Because of the large size of the AI/ML model, segmentation is necessary. RRC cannot know the meaning of each segmented bit-string in the RRC container. 
	More complex for RRC.

	Spec impact
	Less RRC impact. 
1) New SRB may be needed. The priority of the new SRB should be considered;
2) Segmentation can be performed by upper layer and RRC is only responsible for bit-string transmission.
	More RRC impact.
1) Model ID can be seen in RRC layer, and RRC needs to collect all the segments and send to upper layer;
2) Current RRC spec only allows 5 segments for DL and 16 segments for UL. RRC store capability needs enhanced for AI/ML model segmented in RRC.


By analysis the Cons and Pros, and the specification impact for the two options, it is RAN2’s job to consider which option is appropriate for AI/ML model transfer for CP solution.
Proposal 8	RAN2 further discuss the following 2 CP solutions of AI/ML model transfer in the air interface:
· CP Option 1: The AI/ML model is transferred by RRC message in a transparent manner, e.g. using an RRC container in the UL/DLInformationTransfer message;
· CP Option 2: The AI/ML model is transferred by RRC message in a nontransparent manner, e.g. conveying the model functionality and/or associated information in RRCReconfiguration message.

- Model monitoring and the subsequent action(s) 
The involved RAN1 agreements are:
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


It is RAN2 agreement that a model is identified by a model ID, and RAN1 agree to support multiple AI models for the same functionality. Therefore, the RAN1 agreements can be concluded as two parts:
· Multiple AI models for the same functionality based on different model IDs is supported, and the model selection and switching may need procedure and assistance signaling transfer;
· Policy management function can be stayed in the UE or in the NW after monitoring. On one hand, the conditions to trigger different actions can be different, and the input parameters for Policy management function e.g. trigger criteria may need to be configured; one the other hand, the output of the Policy management function e.g. model switching/fallback/update may be informed to the other side. In a word, the configuration of monitoring parameters and the monitoring result/triggered action may need to be indicated to the other side.
For example, if model training is performed in the network side, and if the model inference and monitoring are performed in the UE side, the general procedures of network or UE decision can be as the figure 2 below:


   
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Figure 2(a) Decision after monitoring by UE                Figure 2(b) Decision after monitoring by Network
Therefore, the procedure for transmit the assistance information depend on the model monitoring side and in which side to decide the action(s) based on the evaluation of model monitoring.
Observation 6: The model monitoring/decision side(s) may largely impact the RAN2 specification of assistance information transfer.
Proposal 9	RAN2 expects protocol/signaling impact between UE and gNB, for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update. Further studies can be done per use case.

- Other LCM steps 
Other LCM steps include Model registration, Model deployment, Model configuration and UE capability.
The involved RAN1 agreements are:
	Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.


Since most steps above are not well discussed by RAN1, RAN2 could wait for more RAN1 progress for the definition and description of such steps.
Proposal 10	RAN2 wait for more RAN1 progresses before discussion on the other LCM steps, e.g., model registration, model deployment, model configuration.
For UE capability, it is necessary to be transfer between the UE and the network nodes, but it seems most capabilities shall rely on the RAN1conclusion and it is too early to be discussed in RAN2. We suggest discussing the UE capability transmission/indication for AI/ML over air interface in WI phase.
Proposal 11	RAN2 wait for more RAN1/RAN2 progresses before discussion on UE capability aspects for AI/ML over air interface.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For collaboration level clarification:
Observation 1: Collaboration level x has no any specification impact, but collaboration level y and z have.
Proposal 1 	RAN2 consider different collaboration level y and z as general concept, and will in the next step focus on the necessary mechanism/signaling/ assistance information transmission and the model transfer method(s) for the relevant AI/ML use cases.
For functional framework:
Observation 2: Compared to RAN3 framework, model management becomes much more complicated in RAN1 framework and may need to be considered carefully.
Proposal 2	The building blocks of the framework in TR37.817 can be taking as a starting point, additionally the model management is an important module to be taken into account in the general AI/ML framework in this study item. RAN2 assumes RAN1 will discuss from their perspective the necessary framework and RAN2 wait for more progress in RAN1 before further discuss the general framework for AI/ML. 
For Life Cycle Management (LCM) steps:
Proposal 3	RAN2 protocol impact for the AI/ML use cases could be studied based on the Life Cycle Management steps defined by RAN1.
Observation 3: The content of input data for training/inference should be defined by RAN1 for different use cases or sub-use cases.
Proposal 4	For data collection, RAN2 focus on the assistance information transmission and/or data exchange between UE and gNB, for different LCM steps per use case.
Observation 4: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Proposal 5	Detailed RAN2 protocol/signaling impact between UE and gNB for model training/inference can be studied based on the RAN1 decision on the model training/inference side(s) per sub-use case.
Proposal 6	If the AI/ML model is not transparent to 3GPP air interface, RAN2 should discuss the detailed solutions, e.g. whether and how the model transfers in a CP/UP solution.
Observation 5: Current/legacy UP solution which can be directly reused for AI/ML model transfer via DRB will introduce additional complexity and impact to CN. 
Proposal 7	FFS the need for UP solution, taking into account its CN impact, as well as whether CP-based solution(s) can solve all the agreed use cases in this study item. 
Proposal 8	RAN2 further discuss the following 2 CP solutions of AI/ML model transfer in the air interface:
· CP Option 1: The AI/ML model is transferred by RRC message in a transparent manner, e.g. using an RRC container in the UL/DLInformationTransfer message;
· CP Option 2: The AI/ML model is transferred by RRC message in a nontransparent manner, e.g. conveying the model functionality and/or associated information in RRCReconfiguration message.
Observation 6: The model monitoring/decision side(s) may largely impact the RAN2 specification of assistance information transfer.
Proposal 9	RAN2 expects protocol/signaling impact between UE and gNB, for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update. Further studies can be done per use case.
Proposal 10	RAN2 wait for more RAN1 progresses before discussion on the other LCM steps, e.g., model registration, model deployment, model configuration.
Proposal 11	RAN2 wait for more RAN1/RAN2 progresses before discussion on UE capability aspects for AI/ML over air interface.
Reference
[1] [bookmark: OLE_LINK14][bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK192]RP-221348, Revised SID: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, RAN #96
[2] TR 37.817 Study on enhancement for Data Collection for NR and EN-DC h00
[3] [bookmark: _Ref110347453]R1-2210708, Summary#1 of General Aspects of AI/ML Framework, Moderator (Qualcomm), RAN1#110bis-e, e-Meeting, October 10th - 19th, 2022.
image2.emf
UE NW

Model training

Model inference and 

monitoring

Model transfer

Feedback from monitoring

Indication of model 

switching/update/fallback 

Decision of e.g. Model 

switching/update/fallback


oleObject1.bin
Decision of e.g. Model switching/update/fallback


UE


NW


Model training


Model inference and monitoring


Model transfer



image3.emf
UE NW

Model training

Model inference and 

monitoring

Model transfer

Feedback from monitoring

Decision of e.g. Model 

switching/update/fallback

Indication of model 

switching/update/fallback 


oleObject2.bin
UE


NW


Model training


Model inference and monitoring


Model transfer



image1.png
Data feedback

Request data collection/ generation

Data Collection #1
at developingnode
(Data pre-processing)

Data for training]

Data Collection #2
at deployed node
(Data pre-processing)

Model Training

(Training, validation, testing
to develop/update a model)

Model Management
(Model deployment,

Model deploy

Jupdate

monitoring,
selection/switching,

Requestmodel update, fallback)
generation/update

Data feedbackifor monitorin,

Data forinference]

Al/ML Model

(Inference)

Actor
Model (Data post-processing,
output Action, evaluation,
feedbackprepare)

I
Modelinference-related

Data feedback

Model management-related




