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1. Introduction

A new AI/ML SID for air interface was agreed to study the following three use cases led by RAN1 [1]:

Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 

· Initial set of use cases includes: 

· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]

· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98

· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

In this contribution, we try to summarize RAN1 agreements so far for each use case and give our suggestion for RAN2 discussion.
2. Discussion 
2.1 CSI Feedback Enhancement

According to the SID guidance, one of the targets is to identify the potential sub-use cases for each individual use case [1]. For CSI feedback enhancement, RAN1 agreed the following sub-use case in RAN1#109e meeting [2]:
Agreement 

Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 

· Note: Study of other sub use cases is not precluded.

· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Obervation1: For CSI feedback enhancement, spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case by RAN1.
In RAN1#110 meeting and RAN1#110bis meeting, some conclusions were made for AI/ML based CSI prediction sub use case, but RAN1 has not finally agreed to select this sub-use case for CSI feedback enhancement [3][4]:
Conclusion

If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Conclusion

If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:

· Raw channel matrixes

· Eigenvector(s)

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:

· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and

· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model

Conclusion

If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)

· UE velocity vector is assumed as fixed over time in Procedure A modeling.
Maybe the final decision on whether to select this sub-use case will be made after RAN#98 meeting based on the SID guidance [1].
Obervation2: For CSI feedback enhancement, RAN1 has studied the AI/ML based CSI prediction sub use case for many aspects but RAN1 has not finally agreed to select this sub-use case.
As for other sub-use cases, RAN1 made the following conclusions in RAN1#110bis meeting [4]:
Conclusion 

Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion

CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion

Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 

• 
Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression

Obervation3: The following sub-use cases were precluded by RAN1 for CSI feedback enhancement:
· Joint CSI prediction and CSI compression;
· CSI accuracy enhancement based on traditional codebook design;
· Temporal-spatial-frequency domain CSI compression using two-sided model.
Based on Observation1~Observation3 above, we think RAN2 can first focus on the discussion for spatial-frequency domain CSI compression using two-sided AI model sub-use case for CSI feedback enhancement.
Proposal1: RAN2 discussion can start from spatial-frequency domain CSI compression using two-sided AI model sub-use case for CSI feedback enhancement.
Proposal2: RAN2 should wait for RAN1 final decision on AI/ML based CSI prediction sub use case for CSI feedback enhancement.
Proposal3: RAN2 will not discuss the following sub-use cases for CSI feedback enhancement:

· Joint CSI prediction and CSI compression;
· CSI accuracy enhancement based on traditional codebook design;
· Temporal-spatial-frequency domain CSI compression using two-sided model.
For CSI feedback enhancement, RAN1 is still discussing many details, e.g. training type, evaluation KPI, it’s hard for RAN2 to conclude any details without RAN1 guidance, but RAN2 still can discuss the protocol and signaling for the following aspects:
· Model delivery/transfer;

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
Proposal4: RAN2 can discuss the protocol and signaling impacts on the following aspects for spatial-frequency domain CSI compression using two-sided AI model sub-use case, but coordination may be needed with RAN1:

· Model delivery/transfer;

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
2.2 Beam Management
In RAN1#109bis meeting, the following two sub-use cases were agreed for beam management [2]:
Agreement

For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations

· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams

· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams

· FFS: details of BM-Case1 and BM-Case2

· FFS: other sub use cases

Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Obervation4: The following sub-use cases were agreed by RAN1 for beam management:

· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams;
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
Based on Observation4, we think RAN2 should focus on BM-Case1 and BM-Case2.
Proposal5: RAN2 discussion can start from BM-Case1 and BM-Case2 for beam management.
As for AI/ML inference and training for beam management, the following agreements were made by RAN1 [2][3]:
Agreement 

For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:

· Alt.1: AI/ML inference at NW side

· Alt.2: AI/ML inference at UE side

Agreement 

For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:

· Alt.1: AI/ML inference at NW side

· Alt.2: AI/ML inference at UE side

Agreement 

At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:

· Alt.1: AI/ML model training at NW side;

· Alt.2: AI/ML model training at UE side.

Note: Whether it is online or offline training is a separate discussion.

Based on above agreements, we think only one side model is needed for AI/ML based beam management.

Proposal6: RAN2 work can start from one-sided model for beam management. 
As for other aspects for beam management, we think the following aspects can be discussed in RAN2:
· [Model delivery/transfer];

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
Proposal7: RAN2 can discuss the protocol and signaling impacts on the following aspects for BM-Case1 and BM-Case2 for beam management, but coordination may be needed with RAN1:

· [Model delivery/transfer];

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
2.3 Positioning Accuracy Enhancements
In RAN1#110 meeting, the following two sub-use cases were agreed for beam management [3]:

Agreement

For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.

· Direct AI/ML positioning

· AI/ML assisted positioning

· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.

· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Obervation5: The following sub-use cases were agreed by RAN1 for positioning accuracy enhancements:

· Direct AI/ML positioning;

· AI/ML assisted positioning.
Based on Observation5, we think RAN2 should focus on the two sub-use cases selected by RAN1.
Proposal8: RAN2 discussion can start from the following two sub-use cases for positioning accuracy enhancements:
· Direct AI/ML positioning;

· AI/ML assisted positioning.
As for AI/ML inference and training for positioning accuracy enhancements, the following agreements were made by RAN1 [3][4]:

Agreement

Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least

· UE-side or Network-side training

· UE-side or Network-side inference

· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches

Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Agreement

· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement

· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Based on above RAN1 agreements, we think one side model should be the baseline, whether two-side model is supported or not needs more inputs from RAN1.
Proposal9: RAN2 work can start from one-sided model for positioning accuracy enhancements.
As for other aspects for positioning accuracy enhancements, we think the following aspects can be discussed in RAN2:

· [Model delivery/transfer];

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
Proposal10: RAN2 can discuss the protocol and signaling impacts on the following aspects positioning accuracy enhancements, but coordination may be needed with RAN1:

· [Model delivery/transfer];

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
3. Conclusion
In conclusion, we propose the following:

Obervation1: For CSI feedback enhancement, spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case by RAN1.
Obervation2: For CSI feedback enhancement, RAN1 has studied the AI/ML based CSI prediction sub use case for many aspects but RAN1 has not finally agreed to select this sub-use case.
Obervation3: The following sub-use cases were precluded by RAN1 for CSI feedback enhancement:

· Joint CSI prediction and CSI compression;
· CSI accuracy enhancement based on traditional codebook design;
· Temporal-spatial-frequency domain CSI compression using two-sided model.
Proposal1: RAN2 discussion can start from spatial-frequency domain CSI compression using two-sided AI model sub-use case for CSI feedback enhancement.
Proposal2: RAN2 should wait for RAN1 final decision on AI/ML based CSI prediction sub use case for CSI feedback enhancement.

Proposal3: RAN2 will not discuss the following sub-use cases for CSI feedback enhancement:

· Joint CSI prediction and CSI compression;
· CSI accuracy enhancement based on traditional codebook design;
· Temporal-spatial-frequency domain CSI compression using two-sided model.
Proposal4: RAN2 can discuss the protocol and signaling impacts on the following aspects for spatial-frequency domain CSI compression using two-sided AI model sub-use case, but coordination may be needed with RAN1:

· Model delivery/transfer;

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
Obervation4: The following sub-use cases were agreed by RAN1 for beam management:

· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams;

· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
Proposal5: RAN2 discussion can start from BM-Case1 and BM-Case2 for beam management.

Proposal6: RAN2 work can start from one-sided model for beam management. 
Proposal7: RAN2 can discuss the protocol and signaling impacts on the following aspects for BM-Case1 and BM-Case2 for beam management, but coordination may be needed with RAN1:

· [Model delivery/transfer];

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
Obervation5: The following sub-use cases were agreed by RAN1 for positioning accuracy enhancements:

· Direct AI/ML positioning;

· AI/ML assisted positioning.
Proposal8: RAN2 discussion can start from the following two sub-use cases for positioning accuracy enhancements:

· Direct AI/ML positioning;

· AI/ML assisted positioning.
Proposal9: RAN2 work can start from one-sided model for positioning accuracy enhancements.
Proposal10: RAN2 can discuss the protocol and signaling impacts on the following aspects positioning accuracy enhancements, but coordination may be needed with RAN1:

· [Model delivery/transfer];

· Model activation/deactivation/switching/delete;

· Data collection;

· Model monitoring.
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