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1. Introduction

In RAN2#119bis meeting, the following agreements were made for R18 AI/ML [1]:
· Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable

· Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed

· R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 

· R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

· R2 assumes that a model is identified by a model ID. Its usage is FFS. 

· General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.
In this contribution, we will further consider the general framework for R18 AI/ML and give our suggestions.
2. Discussion 
RAN1 has defined a list of terminologies for R18 AI/ML and RAN2 also agreed to reuse terminology defined by RAN1 as baseline [1], but the definitions for some terminologies are still controversial and model deployment is one of them. RAN3 NG-RAN AI TR also captured a definition for model deployment, which is given below [2]:
TR37.817

-
Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 

-
Note: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.

Observation1: In RAN3 NG-RAN AI TR, model deployment is defined as ‘Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function’, which is not associated with model delivery/transfer procedure.
RAN1 group also discussed the definition for model deployment and gave the following two options on the table [3]:
Option 1:
Process of converting an AI/ML model into an executable form and delivering it to a target device for inference

Note: The conversion may happen before or after model delivery/transfer.

Note: The Model may be updated after model deployment.

Option 2:
Process of converting an AI/ML model into an executable form for inference at a target device.

Note: The model deployment may happen either before or after model delivery/transfer.

Note: The Model may be updated after model deployment.
Based on above, we think the key point is that whether model deployment definition will include model delivery/transfer procedure. In our view, Option2 is more suitable as model deployment definition will be decoupled with model delivery/transfer procedure, which is also aligned with RAN3 definition, so we have the following proposal:
Proposal1: RAN2 assumes that Model deployment definition should be decoupled with model delivery/transfer procedure, i.e. The model deployment may happen either before or after model delivery/transfer, and the detailed terminology definition for model deployment should be decided by RAN1.
The next topic is about Collaboration Level, i.e. CL, in RAN2#119bis meeting, RAN2 discussed the CL issue but no clear progress was made. In our view, RAN2 discussion is highly dependent on the boundary discussion between CL x/y/z. Fortunately, RAN1 group made the following agreements in RAN1#110bis meeting [4]:
Agreement
Clarify Level x/y boundary as:

· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption

· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.

· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Figure 0 can reflect RAN1 intention directly:
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Figure 0 Boundary illustration for CL x/y/z
Based on above, it’s quite clear that no spec impact is planned for CL x, we think RAN2 can easily follow RAN1 decision.
Proposal2: RAN2 confirms collaboration level x has no RAN2 spec impact.
As for the boundary between CL y and CL z, RAN1’s guidance is that only CL z involves model delivery/transfer using 3GPP signaling and other aspects are common between CL y and CL z, so we have the following proposals for RAN2:
Proposal3: Model delivery/transfer procedure is not transparent to 3GPP system for collaboration level z, while Model delivery/transfer procedure is transparent to 3GPP system for collaboration level y.
Proposal4: Apart from model delivery/transfer aspect, RAN2 confirms a common discussion can be organized/applied for both collaboration level y and collaboration level z.

Model delivery/transfer is one of the topics with less RAN1 dependency. The requirement on whether to introduce 3GPP signaling based Model delivery/transfer may depend on RAN1 decision, but the main impacts on Model delivery/transfer are in the scope of RAN2. RAN2 can try to analyze the pros and cons for each candidate solution which is also beneficial for RAN1 to make decision in wider view.
Observation2: Model delivery/transfer is one of the topics with less RAN1 dependency, the analysis from RAN2 perspective may help RAN1 to make decision in wider view.
In RAN2#119bis meeting, RAN2 suggested to consider CP and UP solution for Model delivery/transfer, but no details were discussed due to limited online time. From RAN2 perspective, CP and UP solution are both feasible but the applied use case may be quite different. To have an overview for Model delivery/transfer, the following five options can be considered further.
Option1: The AI/ML model relevant data are stored at OTT server or OAM, implementation based UP solution is used for Model delivery/transfer
Option2: The AI/ML model relevant data are stored at CN, CP solution is used for Model delivery/transfer
Option3: The AI/ML model relevant data are stored at CN, UP solution is used for Model delivery/transfer
Option4: The AI/ML model relevant data are stored at NG-RAN, CP solution is used for Model delivery/transfer
Option5: The AI/ML model relevant data are stored at NG-RAN, UP solution is used for Model delivery/transfer
For Option1, the signaling flow is illustrated as below: 
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Figure 1 The AI/ML model relevant data are stored at OTT server or OAM, implementation based UP solution is used for Model delivery/transfer
The signaling flow can be summarized like the following:
Step1~Step 4: Legacy PDU session is requested by UE, NG-RAN UE context is setup/modified based on CN request including allocating new GTP tunnel for new session, Uu radio bearer is reconfigured;
Step5~Step 8: User data/Model relevant data is delivered via GTP tunnel between CN and NG-RAN, then DRB is used for User data/Model relevant data delivery in Uu.
Overall view for Option1: Model relevant data delivery/transfer is transparent to UE AS/NAS layer, i.e. No 3GPP signaling impact is identified for Option1.
Pros for Option1: No spec work is involved for Model relevant data delivery/transfer, i.e. Model relevant data delivery/transfer is based on Non-3GPP method.
Cons for Option1: Multi-vender issue should be addressed if NG-RAN would like to control proprietary models acquired by UE, more addition, how NG-RAN is aware of the update of proprietary model is another issue that should be addressed. 
For Option2, the signaling flow is illustrated as below:
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Figure 2: The AI/ML model relevant data are stored at CN, CP solution is used for Model delivery/transfer
Step1: UE requests Model relevant data via NAS signaling;

Step2: CN delivers Model relevant data to NG-RAN via NAS signaling;
Step3: NG-RAN delivers Model relevant data to UE via RRC signaling with NAS container.
Overall view for Option2: Model relevant data delivery/transfer is visible to UE NAS layer.
Pros for Option2: Multi-vender issue on Model management is no longer a big problem within 3GPP framework.
Cons for Option2: This Option has CN impact which is not planned by R18 AI/ML SID and Model delivery message may need to consider segmentation if Model size is big enough.
For Option3, the signaling flow is illustrated as below:
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Figure 3: The AI/ML model relevant data are stored at CN, UP solution is used for Model delivery/transfer
Step1~Step 4: Legacy/new PDU session is requested by UE, NG-RAN UE context is setup/modified based on CN request including allocating new GTP tunnel for new session, Uu radio bearer is reconfigured;

Step5~Step 6: Model relevant data is delivered via GTP tunnel between CN and NG-RAN, then DRB is used for Model relevant data delivery in Uu.
Overall view for Option3: Model relevant data delivery/transfer is visible to UE NAS layer.
Pros for Option3: Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered.

Cons for Option3: This Option has CN impact which is not planned by R18 AI/ML SID.
For Option4, the signaling flow is illustrated as below:
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Figure 4: The AI/ML model relevant data are stored at NG-RAN, CP solution is used for Model delivery/transfer
Step1: UE requests Model relevant data via RRC signaling;

Step2: NG-RAN delivers Model relevant data to UE via RRC signaling;

Overall view for Option4: Model relevant data delivery/transfer is visible to UE AS layer.
Pros for Option4: Multi-vender issue on Model management is no longer a big problem within 3GPP framework and CN impact may be avoided.

Cons for Option4: Model delivery message may need to consider segmentation if Model size is big enough.
For Option5, the signaling flow is illustrated as below:
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Figure 5: The AI/ML model relevant data are stored at NR-RAN, UP solution is used for Model delivery/transfer
Step1~Step2: Session is requested by UE via RRC signaling, NG-RAN UE context is setup/modified based on UE request, Uu radio bearer is reconfigured;

Step3: DRB is used for Model relevant data delivery in Uu.
Overall view for Option5: Model relevant data delivery/transfer is visible to UE NAS or AS layer.
Pros for Option5: Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered.

Cons for Option5: This Option has big AS impact and CN impact may be involved also.
In summary, Table 1 below will give the analysis in general for above Options:
Table 1 Model relevant data delivery/transfer method comparison in general
	Options
	Overall view
	Pros
	Cons

	Option1
	Model relevant data delivery/transfer is transparent to UE AS/NAS layer, i.e. No 3GPP signaling impact is identified for Option1
	No spec work is involved for Model relevant data delivery/transfer, i.e. Model relevant data delivery/transfer is based on Non-3GPP method
	Multi-vender issue should be addressed if NG-RAN would like to control proprietary models acquired by UE, more addition, how NG-RAN is aware of the update of proprietary model is another issue that should be addressed

	Option2
	Model relevant data delivery/transfer is visible to UE NAS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework
	This Option has CN impact which is not planned by R18 AI/ML SID and Model delivery message may need to consider segmentation if Model size is big enough

	Option3
	Model relevant data delivery/transfer is visible to UE NAS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered
	This Option has CN impact which is not planned by R18 AI/ML SID

	Option4
	Model relevant data delivery/transfer is visible to UE AS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework and CN impact may be avoided
	Model delivery message may need to consider segmentation if Model size is big enough

	Option5
	Model relevant data delivery/transfer is visible to UE NAS or AS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered
	This Option has big AS impact and CN impact may be involved also


No matter which Option for Model delivery/transfer is recommended at the end of the R18 AI/ML SID, at least currently the above analysis can be used as the baseline for RAN2 Model delivery/transfer discussion, which is also beneficial for RAN1 evaluation.
Proposal5: RAN2 is kindly requested to use the above signaling flow for each option and Table 1 as the baseline for further study for Model delivery/transfer and agree the corresponding TP for TR38.843.
If Proposal5 is agreed, it’s better to send LS to RAN1 for alignment.
Proposal6: Send LS to RAN1 to inform them of RAN2 agreements on Model delivery/transfer.
If 3GPP signaling based Model delivery/transfer method is introduced, Model download is more feasible than Model upload from UE point of view. Usually, network has more resources, e.g. storage/dataset/computation, to handle AI/ML related operation, e.g. Model training/Model update, it may be possible for a high capability UE to train an AI/ML model, but considering this AI/ML SID is the first release to introduce AI/ML function for air interface, we can start from network trained/configured AI/ML model, which can allow more type of UEs to support AI/ML operation. More addition, Model upload from UE will introduce multi-UE vender implementation issue for network side, which is not desirable for network vender. The Model downloaded by UE may be sub-optimal for a specific UE vender, but multi-vender issue will be avoided also.
Observation3: From network vender perspective, Model upload may involve multi-vender issue compared to Model download.
Proposal7: If 3GPP signaling based Model delivery/transfer method is introduced, RAN2 work can start from Model download while Model upload can be considered also if time allows.
Model update is another issue apart from Model delivery/transfer. In the following, we will start from Model update in DL. Model update may have two types:
Model update type1: full model relevant data is updated;

Model update type2: Part of model relevant data is updated.
For Model update type1, there is no need to differentiate Model update and Model delivery/transfer as the spec impact is almost the same. But for Model update type2, delta signaling can be considered for optimization. Usually AI/ML model relevant data at least includes model structure parameters and model weight parameters, if only model weight parameters are changed, i.e. no model structure parameters have been changed, Model update type2 can be used for model update; otherwise, Model update type1 will be used, so which Model update type will be used depends on the use case. Both types can be considered further.
Proposal8: If 3GPP signaling based Model update method is introduced, Model update procedure can be used to update full AI/ML model or part of AI/ML model.
If delta signaling is used for Model update, there are two directions:

Direction1: Model update is performed via 3GPP signaling based CP solution, i.e. NAS/RRC signaling;

Direction2: Model update is performed via 3GPP signaling based UP solution, i.e. DRB like solution.
For Direction1, 3GPP defined Model format needs to be specified when delta signaling is used for Model update. Pros for Direction1: Easy to update part of AI/ML model.
Cons for Direction1: Needs to define 3GPP signaling based Model format and Model details may expose over the air.
For Direction2, delta Model update can be achieved by dividing a whole AI/ML model into several parts and each part is associated with a sub-block ID, the mapping relationship between sub-block ID and the associated AI/ML model part should be known by UE and network at the same level. This Model update method can update any part of the AI/ML model using sub-block ID.
Pros for Direction2: Delta Model update can be achieved without exposing AI/ML model details as each part of AI/ML model associated with a sub-block ID can be considered as a container.
Cons for Direction2: Needs to introduce sub-block ID concept for AI/ML model.
Based on above, we can see that it’s possible to use delta signaling to update part of AI/ML model and the spec impact is different if different method is adopted.
Proposal9: If 3GPP signaling based Model update method is introduced, RAN2 can further consider how to update part of AI/ML model.
AI/ML Model can be considered as a new type of service, but in current stage the non-AI/ML method can be used as backup at least. If AI/ML model is widely used in communication system in the future, we will meet the situation that two different solutions are applied for the same system. From UE vender perspective, introducing AI/ML model delivery/transfer function may improve the user experience for some condition, but from operator perspective, introducing AI/ML model delivery/transfer function will significantly increase the management work. If all types of UEs can freely get AI/ML model via model delivery/transfer procedure, the operator may lose interest to introduce model delivery/transfer function in the air interface. In this AI/ML SID, we should also consider how to avoid an unauthorized UE to get AI/ML model via model delivery/transfer procedure. This topic may involve CN work, but still worth to discuss.
Proposal10: If 3GPP signaling based Model delivery/transfer method is introduced, how to avoid an unauthorized UE to get AI/ML model via model delivery/transfer procedure can be considered further. 
Model ID topic was discussed in RAN2#119bis meeting and RAN2 agreed that model can be identified by a model ID, but what’s the definition of model ID and the use case for model ID are still unclear. We think the above mentioned two aspects are essential and important.
Model ID is used to identify a specific model, whether a standardized or unstandardized model ID should be discussed first. 
Standardized model ID: One model ID is assigned to a model algorism in static or semi-static manner and the model ID is global unique or local unique (e.g. Operator unique).
Unstandardized model ID: One model ID is dynamic assigned to a model algorism, the model ID is UE internal unique like the concept of BWP ID.
In our view, standardized model ID is preferred as unstandardized model ID needs to consider the model ID meaning coordination between UE and network for any use case involving model ID which may be inconvenient for UE triggered use cases, e.g. UE triggered model delivery/transfer. 
Proposal11: RAN2 assumes standardized model ID is preferred, i.e. One model ID is assigned to a model algorism in static or semi-static manner.
Global unique standardized model ID is supported at least as this framework is easy and straightforward, but local unique standardized model ID is also useful for operator to manage AI/ML model in a flexible way. We think we can support both.
Proposal12: RAN2 assumes both global unique standardized model ID and local unique standardized model ID are supported.
As for the detailed definition for model ID, we think the following two directions can be considered:
Direction1: One Model ID includes only one ID field

Pros: Definition is simple.

Cons: Full Model ID should be included whenever model ID info is provided, which is not friendly for overhead reduction.
Direction2: One Model ID includes at least two ID fields
Pros: Flexible model management is possible as partial model ID can be used for some scenarios.
Cons: More spec work is needed to define the meaning for each sub-field of model ID.
Proposal13: RAN2 is kindly asked to discuss the following directions for model ID definition:
Direction1: One Model ID includes only one ID field
Direction2: One Model ID includes at least two ID fields
If Direction 2 in Proposal13 is considered, we think the following aspects can be considered to define the meaning of each sub-field of model ID:
· Model functionality, which describes the function that the model is used for;

· Model sub-use case or sub-scenario, which describes the sub-use case or sub-scenario that the model is used for;

· Other model description info, e.g. Model provider info, Model version info and so on.
Proposal14: If one Model ID includes at least two ID fields, the following aspects can be considered to define the meaning of each sub-field of model ID:

· Model functionality, which describes the function that the model is used for;

· Model sub-use case or sub-scenario, which describes the sub-use case or sub-scenario that the model is used for;

· Other model description info, e.g. Model provider info, Model version info and so on.
Regarding the usage for model ID, we think the following use cases can be considered at least:
· [Model registration];
· Model delivery/transfer;
· Model activation/deactivation/switch;

· AI/ML capability reporting.
As for the other operations in LCM, e.g. Model monitoring, more discussion is still needed.

Proposal15: RAN2 is kindly asked to consider the following use cases for model ID usage:

· [Model registration];

· Model delivery/transfer;
· Model activation/deactivation/switch;

· AI/ML capability reporting.
Model delete is never discussed before, but we think it’s worth to consider as model size can be very large, it’s not reasonable to assume all the deployed models will be stored by the consumer once acquired, which is usually impossible as the time goes by. It’s hard to image the consumer stores a model which is out of date or no longer useful, so we think Model delete operation should be considered also.
Proposal16: RAN2 is kindly asked to consider the method for model delete.
The last part is about the AI/ML capability reporting, many companies think this topic should be discussed in normative work as other SID, we’re also fine to discuss the details in normative work, but also think some high level framework can be discussed for AI/ML capability reporting first even in SID period. Unlike other UE capabilities, which is usually static once reported, AI/ML related capability can be dynamically changed, for instance, UE remaining storage and UE remaining computation resources, this dynamic UE capability concept was raised in NR SID TR, but dropped at the end of NR SID. We think this AI/ML SID is a good chance to reconsider this mechanism, we can agree this high level requirement in the SID.

Proposal17: Dynamic AI/ML capability reporting will be considered if needed.
One more issue is about the framework for AI/ML capability definition, an overall AI/ML capability is not sufficient to reflect the actual AI/ML relevant function UE can operate as the AI/ML operation is highly linked with sub-feature included in the LCM. For instance, network will not know whether model training is supported or not at UE if only supported model ID is reported by UE, so feature specific AI/ML capability is needed. More addition, we also can not assume UE can do model training for any types of AI/ML model if UE has the capability to do model training for some models as the model training complexity is different among different model, so feature specific AI/ML capability should be reported per model ID. As for the details for feature specific AI/ML capability, we can discuss this in normative work as usual. 
Proposal18: Feature specific AI/ML capability should be reported per model ID.
3. Conclusion
In conclusion, we propose the following:

Observation1: In RAN3 NG-RAN AI TR, model deployment is defined as ‘Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function’, which is not associated with model delivery/transfer procedure.

Proposal1: RAN2 assumes that Model deployment definition should be decoupled with model delivery/transfer procedure, i.e. The model deployment may happen either before or after model delivery/transfer, and the detailed terminology definition for model deployment should be decided by RAN1.
Proposal2: RAN2 confirms collaboration level x has no RAN2 spec impact.

Proposal3: Model delivery/transfer procedure is not transparent to 3GPP system for collaboration level z, while Model delivery/transfer procedure is transparent to 3GPP system for collaboration level y.
Proposal4: Apart from model delivery/transfer aspect, RAN2 confirms a common discussion can be organized/applied for both collaboration level y and collaboration level z.

Observation2: Model delivery/transfer is one of the topics with less RAN1 dependency, the analysis from RAN2 perspective may help RAN1 to make decision in wider view.

Proposal5: RAN2 is kindly requested to use the above signaling flow for each option and Table 1 as the baseline for further study for Model delivery/transfer and agree the corresponding TP for TR38.843.

Proposal6: Send LS to RAN1 to inform them of RAN2 agreements on Model delivery/transfer.
Observation3: From network vender perspective, Model upload may involve multi-vender issue compared to Model download.

Proposal7: If 3GPP signaling based Model delivery/transfer method is introduced, RAN2 work can start from Model download while Model upload can be considered also if time allows.

Proposal8: If 3GPP signaling based Model update method is introduced, Model update procedure can be used to update full AI/ML model or part of AI/ML model.
Proposal9: If 3GPP signaling based Model update method is introduced, RAN2 can further consider how to update part of AI/ML model.

Proposal10: If 3GPP signaling based Model delivery/transfer method is introduced, how to avoid an unauthorized UE to get AI/ML model via model delivery/transfer procedure can be considered further. 

Proposal11: RAN2 assumes standardized model ID is preferred, i.e. One model ID is assigned to a model algorism in static or semi-static manner.

Proposal12: RAN2 assumes both global unique standardized model ID and local unique standardized model ID are supported.

Proposal13: RAN2 is kindly asked to discuss the following directions for model ID definition:

Direction1: One Model ID includes only one ID field
Direction2: One Model ID includes at least two ID fields
Proposal14: If one Model ID includes at least two ID fields, the following aspects can be considered to define the meaning of each sub-field of model ID:

· Model functionality, which describes the function that the model is used for;

· Model sub-use case or sub-scenario, which describes the sub-use case or sub-scenario that the model is used for;

· Other model description info, e.g. Model provider info, Model version info and so on.
Proposal15: RAN2 is kindly asked to consider the following use cases for model ID usage:

· [Model registration];

· Model delivery/transfer;
· Model activation/deactivation/switch;

· AI/ML capability reporting.
Proposal16: RAN2 is kindly asked to consider the method for model delete.
Proposal17: Dynamic AI/ML capability reporting will be considered if needed.
Proposal18: Feature specific AI/ML capability should be reported per model ID.
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5. Text Proposal for TR38.843
7.3.1.x Model delivery/transfer
CP and UP solution are both feasible but the applied use case may be quite different. To have an overview for Model delivery/transfer, the following five options can be considered further.
Option1: The AI/ML model relevant data are stored at OTT server or OAM, implementation based UP solution is used for Model delivery/transfer

Option2: The AI/ML model relevant data are stored at CN, CP solution is used for Model delivery/transfer
Option3: The AI/ML model relevant data are stored at CN, UP solution is used for Model delivery/transfer

Option4: The AI/ML model relevant data are stored at NG-RAN, CP solution is used for Model delivery/transfer
Option5: The AI/ML model relevant data are stored at NG-RAN, UP solution is used for Model delivery/transfer

For Option1, the signaling flow is illustrated as below: 
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Figure 7.3.1.x-1 The AI/ML model relevant data are stored at OTT server or OAM, implementation based UP solution is used for Model delivery/transfer
The signaling flow can be summarized like the following:

Step1~Step 4: Legacy PDU session is requested by UE, NG-RAN UE context is setup/modified based on CN request including allocating new GTP tunnel for new session, Uu radio bearer is reconfigured;

Step5~Step 8: User data/Model relevant data is delivered via GTP tunnel between CN and NG-RAN, then DRB is used for User data/Model relevant data delivery in Uu.
Overall view for Option1: Model relevant data delivery/transfer is transparent to UE AS/NAS layer, i.e. No 3GPP signaling impact is identified for Option1.

Pros for Option1: No spec work is involved for Model relevant data delivery/transfer, i.e. Model relevant data delivery/transfer is based on Non-3GPP method.

Cons for Option1: Multi-vender issue should be addressed if NG-RAN would like to control proprietary models acquired by UE, more addition, how NG-RAN is aware of the update of proprietary model is another issue that should be addressed. 
For Option2, the signaling flow is illustrated as below:
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Figure 7.3.1.x -2: The AI/ML model relevant data are stored at CN, CP solution is used for Model delivery/transfer
Step1: UE requests Model relevant data via NAS signaling;

Step2: CN delivers Model relevant data to NG-RAN via NAS signaling;

Step3: NG-RAN delivers Model relevant data to UE via RRC signaling with NAS container.
Overall view for Option2: Model relevant data delivery/transfer is visible to UE NAS layer.
Pros for Option2: Multi-vender issue on Model management is no longer a big problem within 3GPP framework.

Cons for Option2: This Option has CN impact which is not planned by R18 AI/ML SID and Model delivery message may need to consider segmentation if Model size is big enough.
For Option3, the signaling flow is illustrated as below:
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Figure 7.3.1.x -3: The AI/ML model relevant data are stored at CN, UP solution is used for Model delivery/transfer
Step1~Step 4: Legacy/new PDU session is requested by UE, NG-RAN UE context is setup/modified based on CN request including allocating new GTP tunnel for new session, Uu radio bearer is reconfigured;

Step5~Step 6: Model relevant data is delivered via GTP tunnel between CN and NG-RAN, then DRB is used for Model relevant data delivery in Uu.
Overall view for Option3: Model relevant data delivery/transfer is visible to UE NAS layer.
Pros for Option3: Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered.

Cons for Option3: This Option has CN impact which is not planned by R18 AI/ML SID.
For Option4, the signaling flow is illustrated as below:
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Figure 7.3.1.x -4: The AI/ML model relevant data are stored at NG-RAN, CP solution is used for Model delivery/transfer
Step1: UE requests Model relevant data via RRC signaling;

Step2: NG-RAN delivers Model relevant data to UE via RRC signaling;

Overall view for Option4: Model relevant data delivery/transfer is visible to UE AS layer.
Pros for Option4: Multi-vender issue on Model management is no longer a big problem within 3GPP framework and CN impact may be avoided.

Cons for Option4: Model delivery message may need to consider segmentation if Model size is big enough.
For Option5, the signaling flow is illustrated as below:
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Figure 7.3.1.x -5: The AI/ML model relevant data are stored at NR-RAN, UP solution is used for Model delivery/transfer
Step1~Step2: Session is requested by UE via RRC signaling, NG-RAN UE context is setup/modified based on UE request, Uu radio bearer is reconfigured;

Step3: DRB is used for Model relevant data delivery in Uu.
Overall view for Option5: Model relevant data delivery/transfer is visible to UE NAS or AS layer.
Pros for Option5: Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered.

Cons for Option5: This Option has big AS impact and CN impact may be involved also.
In summary, Table 7.3.1.x -1 below will give the analysis in general for above Options:

Table 7.3.1.x -1 Model relevant data delivery/transfer method comparison in general
	Options
	Overall view
	Pros
	Cons

	Option1
	Model relevant data delivery/transfer is transparent to UE AS/NAS layer, i.e. No 3GPP signaling impact is identified for Option1
	No spec work is involved for Model relevant data delivery/transfer, i.e. Model relevant data delivery/transfer is based on Non-3GPP method
	Multi-vender issue should be addressed if NG-RAN would like to control proprietary models acquired by UE, more addition, how NG-RAN is aware of the update of proprietary model is another issue that should be addressed

	Option2
	Model relevant data delivery/transfer is visible to UE NAS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework
	This Option has CN impact which is not planned by R18 AI/ML SID and Model delivery message may need to consider segmentation if Model size is big enough

	Option3
	Model relevant data delivery/transfer is visible to UE NAS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered
	This Option has CN impact which is not planned by R18 AI/ML SID

	Option4
	Model relevant data delivery/transfer is visible to UE AS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework and CN impact may be avoided
	Model delivery message may need to consider segmentation if Model size is big enough

	Option5
	Model relevant data delivery/transfer is visible to UE NAS or AS layer
	Multi-vender issue on Model management is no longer a big problem within 3GPP framework, no message segmentation issue will be considered
	This Option has big AS impact and CN impact may be involved also
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1. Model relevant data  request via NAS signaling


2. Model relevant data delivery via NAS signlaing
3. Model relevant data delivery via RRC signaling with NAS container
Model relevant data is visible to UE NAS layer
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1. Model relevant data  request via RRC signaling

2. Model relevant data delivery via RRC signaling
Model relevant data is visible to UE AS layer
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2. RRC reconfiguration and response
3. Model relevant data delivery via DRB
Model relevant data is visible to UE NAS or AS
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1. Session setup request

5. Model relevant data delivery via GTP tunnel

2. UE context setup/modification request

4. RRC reconfiguration and response
3. UE context setup/modification request response
6. Model relevant data delivery via DRB
Model relevant data is visible to UE NAS
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1. Session setup request
OTT server or OAM

7. User data delivery via GTP tunnel

2. UE context setup/modification request

4. RRC reconfiguration and response
3. UE context setup/modification request response

5. User data request
8. User data delivery via DRB
Model relevant data is transparent to AS/NAS layer



