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Introduction 
In this paper, we discuss a few issues relate to handling of PDU Sets, e.g. how UL PDU Sets should be supported, how PDU Sets with different importance should be mapped to different QoS flows and DRBs and ECN marking. We also discuss why the use of delivery deadline instead of legacy delay budget can lead to better delay performance and higher capacity.
Discussion
0. UL PDU Sets
At RAN2#119-e, RAN2 agreed that enhancements for UL PDU Set should be studied.
	RAN2 assumes that PDU Set based parameters and PDU Set related information may be used for better support of XR services. RAN2 can consider both UL and DL directions.


At SA2#153-e, SA2 agreed in S2-2209938 [1] that the study of UL PDU Sets are left RAN WGs. 
	[bookmark: _Hlk118214447]NOTE:   Further PDU Set handling for Uplink will be studied and led by RAN WG. SA2 can align with RAN’s progress and decision for Uplink, if any.


In this paper, we discuss what RAN2 enhancements are needed to support UL PDU Sets.
In our views, most of the design principles adopted by SA2 for DL PDU Sets can be carried over to UL PDU Sets. But since RAN2 have not officially endorsed them yet, we think it is worthwhile to have them captured. 
First, SA2 have agreed in S2-2209938 [1] that DL PDU Sets can be identified and marked by either matching RTP/SRTP header and payload as described in RFC 3550/3711/6184/7798/draft-ietf-avtcore-rtp-vvc/draft-ietf-avtext-framemarking or up to UPF implementation, e.g., PDU Set detection based on traffic characteristics. We think the same method can be applied to UL PDU Sets, as there is no essential difference in the implementations by UPF vs UE.
Proposal 1. 	UE identifies and marks UL PDU Sets by either UE implementation or matching RTP/SRTP header and payload (i.e. the same method used by UPF for DL PDU Sets). 
SA2 also concluded that 5GC should dynamically provide the following information via user-plane [1][2]:
· PDU Set identifier (e.g. sequence number)
· Boundary indication of an UL PDU set (e.g. start and end of a PDU Set)
· (optional) PDU Set size in bytes or number of PDUs in PDU Set
· (optional) End of Data Burst indication in the header of the last PDU of a Data Burst
· PDU Set Importance
We think the same set of information for UL PDU Sets can also be dynamically signaled to RAN, except that signaling for PDU Set Importance can be subject to further discussion. That is because, in our view, whether to signal importance via user plane may depend on how PDU Sets are mapped. For example, if PDU Sets of different importance are mapped to different QoS flows, then it does not need to be dynamically signaled via user plane. Instead, it is implicitly indicated through PDU Sets to QoS flow mapping. 
Proposal 2. 	UE provides the following information on UL PDU Sets to RAN via user plane:
· PDU Set identifier (e.g. sequence number)
· Boundary indication of an UL PDU set (e.g. start and end of a PDU Set)
· (optional) PDU Set size in bytes or number of PDUs in PDU Set
· (optional) End of Data Burst indication in the header of the last PDU of a Data Burst
· FFS PDU Set Importance
Mapping PDU Sets with different importance
In RAN2#119bis-e, RAN2 agreed to study the following four possible alternatives in mapping PDU Sets with different importance to QoS flows and DRBs. 
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Figure 1. Different alternatives for mapping PDU Sets to QoS flows and DRBs
In our understanding, the main motivation that SA2 have introduced PDU Set Importance is to enable differentiated handling of PDU Sets which are generated differently during encoding procedure. For example, decoding of some PDU Sets may depend on a prior PDU Set, which makes the latter more “important” than others, e.g. if it is lost, that will cause decoding failures of those which depend on it. Hence network should provide higher reliability to such PDU Sets during congestion. 
Observation 1. 	The intention of supporting different PDU Set Importance levels is to enable differentiated handling for different types of PDU Sets.
According to the current specs (TS 38.300 and TS 23.501), QoS flow is the finest granularity in QoS differentiation in a PDU session. In other words, all PDUs or all PDU Sets in the same QoS flow should receive the same forwarding treatment by network. 
Observation 2. 	A fundamental principle in the 5G QoS framework is that all user-plane traffic within a QoS flow should receive the same forwarding treatment.
Therefore, based on Observation 1 and 2 above, it is not difficult for one to come to the conclusion that if different PDU Set Importance have their own QoS profiles, they should be mapped to different QoS flows. 
Opponents of this conclusion may argue that coupling between PDU Sets may require a revisit to the principle stated in Observation 2. For example, if PDU Sets with different importance are associated with the same traffic flow, then RAN/UE may need to ensure coordinated delivery of those PDUs. However, we think such a requirement can still be sufficiently supported by the existing 5G QoS framework. More specifically,
· If in order delivery is required by the application, all QoS flows associated with the same traffic flow can share the same PDU Set sequence number space and then be mapped to the same DRB. That will ensure all PDUs within that traffic flow, even if they may be associated with different QoS flows, are delivered in order (with PDCP in order delivery configured). Although they share the same DRB, they can still be identified by QFIs in SDAP header and hence handled differently according to their importance levels (e.g. see R2-2211178 [1] for examples of such enhancements). 
· Otherwise (i.e. no delivery order is required), then no specific requirement on how those QoS flows map to DRB(s) are needed. Network can either map them to different DRBs or to the same DRB (since they have similar QoS rules). This use case is not any different from the legacy, i.e. it is up to network configuration.
In conclusion, we do not see any need to change the current principle that all PDUs within a QoS flow should receive the same forwarding treatment. 
Proposal 3.  	If different PDU Set Importance are configured with different QoS profiles, they should be mapped to different QoS flows.
Proposal 4.  	If in-order delivery is required, PDU Sets with different importance but associated with the same traffic flow can share the same sequence number space for PDU Sets and be mapped to the same DRB. Otherwise, how to map QoS flows and DRBs is up to network configuration (i.e. either Alternative 111 or Alternative NN1). 
In Alternative NN1, since QoS flows with different QoS profiles are mapped to the same DBR, differentiated handling for different PDU Set Importance then has to be enabled new enhancements in the L2 protocols. We discuss options for possible enhancements in R2-2211178 [3].
In Alternative N1N, PDU Sets with difference importance are mapped to the same QoS flow, which then split into more than one DRBs. In our view, this option does not need to be supported, for the following reasons. Since all types of PDU Sets are mapped to the same QoS flow, we assume it implies that PDU Sets with different importance share a common QoS profile (e.g. the same PSDB, PSER, PBR, BSD, MDBV, etc). Because otherwise (i.e. PDU Sets with difference importance have their own respective QoS profiles), it makes more sense to map them to different QoS flows. If different types of PDU Sets do share the same QoS profile, we do not see reasons why they should be split into different DRBs, as forwarding treatment of PDUs are based on QoS profiles associated with a DRB.
For the same reason, we do not think Alternative N11 makes sense, as data streams which require different forwarding treatment in user plane should NOT be multiplexed into the same QoS flow. 
Proposal 5.	Alternative N11 and Alternative N1N are not supported.
L4S marking
In the LS S2-2209979/R2-2211041, SA2 have asked RAN2 the following questions:
	Two variants of L4S marking are considered: (1) L4S marking in the NG-RAN node and (2) L4S marking by the PSA UPF based on information provided by NG-RAN. SA2 would like to ask RAN2 and RAN3 feedback on the following questions:
Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.
Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts.


However, in the LS, SA2 have left it open what the definition of “congestion” is. To answer their questions, perhaps RAN2 can first discuss, at least from RAN2’s perspective, what criteria may be considered by RAN for estimating congestion. RAN2 then discuss whether those criteria can be supported with or without UE impact.
In our understanding, the purpose of L4S marking is to inform end application of QoS degradation along a network path. In the context of XR, the most relevant QoS attributes include at least delay, jitter and/or error rate, and these criteria can be measured on downlink or uplink of Uu interface, e.g. the delay experienced by a L2 PDU from RAN’s RLC ingress point to UE’s RLC egress point.
Observation 3. 	As the purpose of L4S marking is to inform a XR application of QoS degradation in its network path, criteria used by RAN to estimate congestion can include at least delay, jitter and/or error rate cross Uu interface. 
In the following, we discuss whether RAN is able to estimate congestion (delay, jitter or error rate) of a QoS flow or DRB on downlink and uplink.
On downlink, our understanding is that 
· RAN is able to approximately estimate the delay and jitter experienced by a L2 PDU in a QoS flow in an AM DRB, defined between RAN’s RLC ingress point and UE’s RLC egress point. First, this estimate is only approximate because RAN obtains this estimate from UE’s RLC status reports, which typically are sent only for a batch of PDUs and subject to prohibit timers. If the delay and jitter have to be defined based on the elapsed time between PDCP end points between RAN and UE when in-order delivery is configured, then new delay reporting by UE needs to be introduced. Second, this estimate can be obtained per QoS flow in an AM DRB, because RAN as the transmitter is able to know which QoS flow a PDU is associated with. For the same reason, RAN is able to estimate error rate of a QoS flow in an AM DRB, based on RLC status reports.
· However, RAN is not able to estimate delay and jitter of PDUs in an UM DRB unless new UE enhancement is introduced, because there is no status reporting by UE. For the same reason, RAN is not able to accurately estimate error rate of an UM DRB, as RAN does not know if/when UE discards PDUs.
Observation 4. 	On DL, RAN is able to (approximately) estimate delay, jitter and error rate of PDUs per QoS flow in an AM DRB without UE impact. But not so for an UM DRB.
On uplink, our understanding is that
· RAN is not able to estimate delay or jitter experienced by a L2 PDU without assistance from UE. That is because with the current L2 protocols, RAN does not have the knowledge of when a PDU arrives at UE. RAN needs UE to provide arrival time of individual PDUs in order to estimate their delay and jitter.
· RAN is able to estimate error rate on uplink, because it can determine that from any gaps in the sequence numbers of PDUs that it receives.
Observation 5.	On UL, RAN is not able to estimate delay or jitter of a QoS flow or DRB without UE assistance. However, RAN is able to estimate error rate without any UE impact.
Proposal 6.  	Reply to SA2 with Observation 4 and 5.
Besides RAN, UE may perform L4S marking as well. However, whether, when and how UE performs L4S marking on IP packets currently is not specified in any RAN specifications, i.e. it is up to UE implementation. In our view, this is consistent with the design principles of ECN and L4S congestion notification protocols and hence should be maintained in R18. 
Proposal 7.	Whether/when/how UE performs ECN or L4S marking is up to UE implementation. No spec changes are needed.
We do not see benefits for UE to report congestion levels to RAN for the purpose of ECN or L4S marking. As analyzed above, RAN is able to estimate congestion level on downlink by itself. Although RAN needs extra information from UE to estimate congestion level on uplink, we think it is more efficient for UE to report delay statistics than to provide only congestion level to RAN, because the former can be used to serve multiple purposes. 
In addition, currently either UE or RAN may perform marking when they receive or deliver an IP packet. Since XR service has tight delay requirements, data hence can traverse across RAN within a short period of time (e.g. under 10msec). As a result, there would be only marginal difference in performance whether marking is performed at RAN/UE SDAP end points, or in other L2 layers (e.g. have UE report to RAN its estimated congestion level at time when a packet/PDU is sent to RAN. Therefore, we do not support having UE report its congestion level to RAN for the purpose of ECN/L4S marking. 
Proposal 8.	UE reporting congestion level to RAN for the purpose of ECN/L4S marking is not supported.
Signaling DL PDU Sets information over Uu
Based on the discussions above and the discussion in [1] , one can see that handling of PDU Sets do have impacts on layer-two procedures. For example, UE does need to know the association between a PDU and a PDU Set to determine if it has met the discard criteria (e.g. whether content criteria for its associated PDU Set has already been met or can no longer be met). This determination has to be performed on a per PDU basis and cannot be configured. Therefore, we think information about PDU Sets have to be signaled dynamically with PDUs (i.e. via user-plane). In the following, we discuss what information is necessary. 
For a receiver to process a PDU according to the content criteria and QoS requirements of a PDU Set, the receive must be able to identify which PDU Set this PDU is associated with. For that purpose, PDU set must be indexed by a sequence number. In addition, for the receiver to know when a PDU Set starts and ends (e.g. remove its states), it also has to know the boundary and/or size of the PDU set.
Proposal 9.	DL PDU Set information is also signalled over Uu interface. It includes at least fields that help identify the association between a PDU and a PDU Set, e.g. sequence number, boundary indication, and (optional) size of a PDU Set, etc.
The impact of PDU set at transmitter side is mostly on PDCP layer. At receiver side, the impact can be on both PDCP and RLC layers. Since the interaction between PDCP and RLC layer can be done via cross-layer indications, we think PDCP can be the right layer to include PDU set information. In addition, we think it would enable simpler receiver implementation (e.g., for cross-layer indication between layer-two protocols) if PDU set information is not ciphered and not included in integrity protection, just like SDAP header. 
Proposal 10.	PDU set information is sent in band in PDCP header of each PDU in a PDU set. It is not ciphered and not included in integrity protection.
[bookmark: _Ref115086846]Delivery deadline vs PDB
In this section, we first show that the 5G-AN-PDB defined in the current SA2 spec may lead to deadlines earlier than necessary and thus results in loss in system capacity. We show it by using an example on downlink traffic, illustrated in Figure 1. In the figure, 
· Nominal arrival time denotes the idealized arrival time of a PDU at RAN if there is no jitter. For a PDU set, it is the idealized arrival time of the first PDU in the PDU set.
· Actual arrival time is the actual time when a PDU arrives at RAN. Actual arrival time can be before, at, or after nominal arrival time, depending on the jitter experienced by the PDU. These three cases are illustrated by PDU A, B and C in Figure 1, respectively.
· Deadline is the target time by when a PDU or a PDU set should be delivered to application. There can be two ways to define a deadline:
· If one follows the current SA2 convention, a configured deadline for a PDU arriving at RAN equals its actual arrival time + 5G-AN_PDB. 
· Delivery deadline is the absolute time by when a PDU or PDU set needs to be processed by application for display. More specifically, upon reception at UE, a PDU or PDU set is held in a playout buffer until it is time to be processed for display. Therefore, from application’s perspective, there is an absolute deadline for each PDU or PDU set.
· Delay budget is the margin between configured deadline and actual arrival time (to keep the current convention used in SA2 spec). Nominal delay budget is the margin between delivery deadline and nominal arrival time. For PDU sets, these two terms can be extended to PDU set delay budget and nominal PDU set delay budget, respectively.


[bookmark: _Ref110592763]Figure 1. Deadline, arrival time and delay budget.
As one may see from the example above, because 5G-AN_PDB is a fixed value for all PDUs, it needs to be chosen such that all PDUs can meet their deadlines, even if a PDU has experienced a maximum amount of jitter (e.g. PDU C in Figure 1). Since most PDUs would have jitters shorter than the maximum, there would be PDUs which do not meet this configured delay budget but still have time left before their actual delivery deadlines. 
On uplink, similar observations can be made. If nominal arrival times of PDUs are known to gNB, then gNB can estimate the amount of delay a PDU has experienced on uplink and then derive the remaining delay budget that PDU has left until it reaches the application. That information obviously is useful for gNB’s scheduling.
Therefore, If RAN has the knowledge of delivery deadlines of downlink traffic or nominal arrival times of uplink traffic, it can have more delay budget in its scheduling and hence achieve higher system capacity. For UE power saving, the more delay budget a PDU has, the shorter on duration needs to be configured and hence the more UE power savings can be achieved.
Observation 6.	If RAN has the knowledge of delivery deadlines of downlink traffic or nominal arrival times of uplink traffic, it can have more delay budget in its scheduling and hence achieve higher system capacity and enable more UE power savings.  
On uplink, we think it would be the simplest if UE can provide nominal arrival times of its uplink traffic to RAN, because application and UE are hosted on the same device. 
On downlink, there may be several options available for RAN to obtain delivery deadlines. For example, 
· In one option, since delivery deadlines are determined by application client, UE can provide them to RAN. UE first convert delivery deadlines provided by application client, which are defined in real time, to 5G system time and then provide them to gNB. Since UE and application clients are hosted on the same device, they are fully synchronized in time, this conversion should be straightforward. As delivery deadlines for periodic traffic can be defined based on periodicity and start offset of the traffic, this signaling from UE to RAN needs to happen only once, instead of per PDU or PDU set. Hence the signaling overhead is minimal.   
· In another option, delivery deadlines can be provided to RAN by application server via 5GC nodes. For example, when 5GC establishes a QoS flow, it configures the flow with nominal delay budget instead of legacy delay budget. This option requires RAN either to be able to infer nominal arrival times and periodicity of the flow based on measurements on traffic arrivals or use some methods to determine the offset between the absolute time used by application server and 5G system time. However, neither of them seems trivial to implement. 
Comparing the above two options, we think it is much simpler, from system’s perspective, to have UE provide nominal arrival times (for uplink) and delivery deadlines (for downlink) to gNB. 
Observation 7.	It is simpler to have UE than 5GC provide delivery deadlines and nominal arrival times to RAN.
One added benefit of using delivery deadlines is that it can greatly simplify the synchronization among multi-modal traffic. More specifically, application can determine by itself what the target delivery deadlines for each stream in multi-modal traffic should be and then provide them to RAN. When scheduling PDUs associated with multi-modal traffic, RAN only needs to rely on the delivery deadline for that specific PDU, without checking the states (e.g. delay status) of other flows. This clearly simplifies RAN’s handling of multi-modal traffic.  
Observation 8.	Delivery deadlines can also simplify RAN’s handling of multi-modal traffic.
In summary, we believe that RAN can use delivery deadlines (for downlink) and nominal arrival times (for uplink) instead of configured deadlines (i.e. actual arrival time + a fixed delay budget) to have more delay budget in its scheduling of PDUs and PDU sets and hence achieve higher system capability. And that can be enabled by a simple, one-time signaling from UE to RAN. We therefore think it is worthwhile for RAN2 to study such enhancements. 
Proposal 11.	RAN uses delivery deadlines (for downlink) and nominal arrival times (for uplink) instead of configured deadlines (i.e. actual arrival time + a fixed delay budget) in its scheduling of PDUs and PDU sets.
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
UL PDU Set
Proposal 1. 	UE identifies and marks UL PDU Sets by either UE implementation or matching RTP/SRTP header and payload (i.e. the same method used by UPF for DL PDU Sets). 
Proposal 2. 	UE provides the following information on UL PDU Sets to RAN via user plane:
· PDU Set identifier (e.g. sequence number)
· Boundary indication of an UL PDU set (e.g. start and end of a PDU Set)
· (optional) PDU Set size in bytes or number of PDUs in PDU Set
· (optional) End of Data Burst indication in the header of the last PDU of a Data Burst
· FFS PDU Set Importance
Mapping PDU Sets with different importance
Observation 1. 	The intention of supporting different PDU Set Importance levels is to enable differentiated handling for different types of PDU Sets.
Observation 2. 	A fundamental principle in the 5G QoS framework is that all user-plane traffic within a QoS flow should receive the same forwarding treatment.
Proposal 3.  	UL PDU Sets with different importance are mapped to different QoS flows, which have separate QoS profiles to support differentiated handling of different importance.
Proposal 4.  	If in-order delivery is required, PDU Sets with different importance but associated with the same traffic flow can share the same sequence number space for PDU Sets and be mapped to the same DRB. Otherwise, how to map QoS flows and DRBs is up to network configuration (i.e. either Alternative 111 or Alternative NN1). 
Proposal 5.	Alternative N11 and Alternative N1N are not supported.
L4S marking
Observation 3. 	As the purpose of L4S marking is to inform a XR application of QoS degradation in its network path, criteria used by RAN to estimate congestion can include at least delay, jitter and/or error rate cross Uu interface. 
Observation 4. 	On DL, RAN is able to (approximately) estimate delay, jitter and error rate of PDUs per QoS flow in an AM DRB without UE impact. But not so for an UM DRB.
Observation 5.	On UL, RAN is not able to estimate delay or jitter of a QoS flow or DRB without UE assistance. However, RAN is able to estimate error rate without any UE impact.
Proposal 6.  	Reply to SA2 with Observation 4 and 5.
Proposal 7.	Whether/when/how UE performs ECN or L4S marking is up to UE implementation. No spec changes are needed.
Proposal 8.	UE reporting congestion level to RAN for the purpose of ECN/L4S marking is not supported.
Signaling DL PDU Set Information
Proposal 9.	DL PDU Set information is also signalled over Uu interface. It includes at least fields that help identify the association between a PDU and a PDU Set, e.g. sequence number, boundary indication, and (optional) size of a PDU Set, etc.
Proposal 10.	PDU set information is sent in band in PDCP header of each PDU in a PDU set. It is not ciphered and not included in integrity protection.
Delivery deadline vs delay budget
Observation 6.	If RAN has the knowledge of delivery deadlines of downlink traffic or nominal arrival times of uplink traffic, it can have more delay budget in its scheduling and hence achieve higher system capacity and enable more UE power savings.  
Observation 7.	It is simpler to have UE than 5GC provide delivery deadlines and nominal arrival times to RAN.
Observation 8.	Delivery deadlines can also simplify RAN’s handling of multi-modal traffic.
Proposal 11.	RAN uses delivery deadlines (for downlink) and nominal arrival times (for uplink) instead of configured deadlines (i.e. actual arrival time + a fixed delay budget) in its scheduling of PDUs and PDU sets.
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