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1. Introduction

In RAN1#110 meeting, RAN1 agreed to further study the following aspects for AI/ML life cycle management [1]:

· Data collection

· Note: This also includes associated assistance information, if applicable.

· Model training

· [Model registration]

· Model deployment

· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 

· [Model configuration]

· Model inference operation

· Model selection, activation, deactivation, switching, and fallback operation

· Note: some of them to be refined
· Model monitoring

· Model update

· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

· Model transfer

· UE capability

Note: Some aspects in the list may not have specification impact.

Note: Aspects with square brackets are tentative and pending terminology definition.

Note: More aspects may be added as study progresses.
In this contribution, we try to clarify which aspects for AI/ML life cycle management can be discussed by RAN2 and give our suggestions.
2. Discussion 
In another contribution [2], we have the suggestion that RAN2 can start the discussion from common topics and AI/ML life cycle management part seems to be one of the good choices at this early stage, because many aspects for AI/ML life cycle management are not strictly associated with specific use case. More addition, RAN2 is better at finding potential impacts which may need coordination with SA2/RAN3, which may be not in RAN1 scope.

With consideration above, the next question is that which aspects for AI/ML life cycle management can be discussed by RAN2. We will share our view based on analysis.
For data collection aspect, it’s obvious that this topic is common for all use cases, but it’s still not clear what kind of data will be collected under this terminology. Based on SID scope, Dataset can be considered as one type of data that should be collected and the collected Dataset may be used for training, validation, testing, and inference, so we think data collection aspect at least includes Dataset collection.
Proposal1: Data collection at least includes Dataset collection and the collected Dataset may be used for AI/ML model training, validation, testing, and inference, what kind of Dataset that will be collected should be discussed per use case granularity. FFS: whether any other type of data can be collected.
In RAN3 led NG-RAN AI SID [3], RAN3 discussed the training location issue for RAN3 specific use cases and agreed that training can be located at NR-RAN or OAM [4], we think RAN2 can have the similar discussion.
From possibility perspective, no matter which AI/ML model we are talking about, five options are on the table for model training location, i.e. OTT server, OAM, NR-RAN, CN, or UE. When it comes to different use case, the choice may be different. Even for the same use case, the choice still can be different considering the capability gap between UE and network. For instance, if we focus on CSI feedback use case, both NG-RAN and UE options are more desirable as the fresh dataset can be used without larger delay, but model training procedure usually needs more resources, e.g. memory, power consumption, network side training may be better than UE side training in the early release. Anyway, the final choice should be discussed case by case.
Proposal2: From RAN2 perspective, model training can be located at OTT server, OAM, NR-RAN, CN, or UE, but which location is more desirable for model training should be considered case by case.
In our view, RAN2 should not touch aspects in the square brackets, i.e. Model registration and Model configuration, before they are clearly clarified/defined by RAN1, because back and forth issue may happen between RAN1 and RAN2. To be safe, Model registration and Model configuration relevant discussion can be postponed in this meeting.

Proposal3: Postpone the discussion on Model registration and Model configuration until the terminology definition is clear enough.
Model inference is highly pending on use case specific progress, so we prefer RAN2 to wait for RAN1 guidance before going details.

Proposal4: Postpone the discussion on Model inference.

Regarding model activation or deactivation, we think RAN2 can at least discuss the potential scenarios, the following scenarios may be considered:

Scenario1: One side Model is deployed at UE side and the model activation/deactivation operation is controlled by UE itself.
Scenario2: One side Model is deployed at network side and the model activation/deactivation operation is controlled by network itself.
Scenario3: One side Model is deployed at UE side and the model activation/deactivation operation is controlled by network side.
Scenario4: Two side Model is deployed at both UE and network side and the model activation/deactivation operation is controlled by network side.
For Scenario1, it may highly rely on UE implementation. For instance, image identification is one of the typical use cases.

For Scenario2, we believe this is the scope of RAN3/SA, RAN2 should focus on air interface scenarios. For instance, load balance is one of the typical use cases.
For Scenario3, UE side model activation/deactivation may impact network configuration, to avoid any misalignment between UE and network, especially for not wasting too much network side resources, the model activation/deactivation operation can be controlled by network side. For instance, beam management may be one of the typical use cases if model is deployed at UE side.
For Scenario4, CSI feedback is one of the typical use cases. It’s obvious that network-controlled model activation/deactivation is more desirable.
Based on above, from RAN2 perspective, we think RAN2 can focus on Scenario1, Scenario3 and Scenari4, Scenario2 can leave to RAN3/SA.
Proposal5: For model activation/deactivation aspect, RAN2 can focus on the following scenarios and the details can be studied further:

· One side Model is deployed at UE side and the model activation/deactivation operation is controlled by UE itself.
· One side Model is deployed at UE side and the model activation/deactivation operation is controlled by network side.

· Two side Model is deployed at both UE and network side and the model activation/deactivation operation is controlled by network side.
Similar like model inference analysis, model monitoring is highly pending on use case specific progress, so we prefer RAN2 to wait for RAN1 guidance before going details.

Proposal6: Postpone the discussion on Model monitoring.

For model transfer, we think RAN2 is better place to discuss this aspect. Although RAN1 is the led group, model transfer is more related to signaling and procedure, which is more likely in the scope of RAN2. Based on above, we think RAN2 can discuss model transfer topic freely. RAN1 may give some preference on model transfer in the future, but anyway this is a study item, RAN2 can also give suggestion from RAN2 perspective, the coordination across groups is not a problem as the door is always open as usual.
In our view, model data can be stored at OTT server, OAM, CN, NR-RAN or UE, from UE point of view, model data may be download from OTT server, OAM, CN, NR-RAN:

If model data is download from OTT server or OAM, application layer may be used for model data delivery.
If model data is download from CN, NAS signaling or DRB may be used for model data delivery.

If model data is download from NG-RAN, RRC signaling or DRB may be used for model data delivery.
The above options are beneficial for future study, which has no collision with RAN1 discussion in our view.
Proposal7: For model transfer method, the following options can be studied further:
- model data is delivered via application layer, which means model data delivery is transparent to 3GPP;

- model data is delivered via SRB, i.e. via NAS or RRC signaling;

- model data is delivered via DRB.
3. Conclusion
In conclusion, we propose the following:

Proposal1: Data collection at least includes Dataset collection and the collected Dataset may be used for AI/ML model training, validation, testing, and inference, what kind of Dataset that will be collected should be discussed per use case granularity. FFS: whether any other type of data can be collected.
Proposal2: From RAN2 perspective, model training can be located at OTT server, OAM, NR-RAN, CN, or UE, but which location is more desirable for model training should be considered case by case.

Proposal3: Postpone the discussion on Model registration and Model configuration until the terminology definition is clear enough.

Proposal4: Postpone the discussion on Model inference.

Proposal5: For model activation/deactivation aspect, RAN2 can focus on the following scenarios and the details can be studied further:

· One side Model is deployed at UE side and the model activation/deactivation operation is controlled by UE itself.
· One side Model is deployed at UE side and the model activation/deactivation operation is controlled by network side.

· Two side Model is deployed at both UE and network side and the model activation/deactivation operation is controlled by network side.
Proposal6: Postpone the discussion on Model monitoring.

Proposal7: For model transfer method, the following options can be studied further:

- model data is delivered via application layer, which means model data delivery is transparent to 3GPP;

- model data is delivered via SRB, i.e. via NAS or RRC signaling;

- model data is delivered via DRB.
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