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Introduction
In this contribution multicast reception in RRC_INACTIVE is discussed from the perspective to ensure service availability for mission critical UEs during extreme RAN congestion. 
The following aspects are discussed: 
· Service availability for mission critical UEs during extreme RAN congestion
· Signalling and update of PTM configuration and area 
· Mobility and state transitions
· CN assistance
· UE capability
· SA2 feedback
[bookmark: _Toc242573354]Background
RAN2#119-e
The following agreements were reached multicast reception in RRC_INACTIVE during RAN2#119-e [1-6]:
· In Rel-18, multicast reception for UEs in INACTIVE supports at least the following scenarios, with the assumption that the UE already has a valid PTM configuration:
· Scenario 1: a UE has been receiving multicast in CONNECTED, and it enters INACTIVE and continues the multicast reception.
· Scenario 2: a UE has joined a multicast session and has been directed to INACTIVE, the UE starts to receive the multicast session
FFS for state changes, e.g. due to service being not provided in INACTIVE anymore etc.
· It is up to gNB to decide whether a multicast session may be received by UE(s) in INACTIVE. FFS what information gNB may be provided to form such decision (related to SA2 discussion).
· It is supported that gNB transmit one multicast session to both UEs in CONNECTED and INACTIVE in the same cell. FFS how the gNB configures this. 
· It is assumed the network can choose which UEs receive in RRC INACTIVE and which in RRC Connected and can move UEs between the states for Multicast service reception.
· The following is taken as baseline: we assume the same PDCCH/PDSCH resources (e.g. resources used for MTCH) can be used for all UEs (including UEs in CONNECTED and/or INACTIVE states) for receiving the same multicast session. Different configuration/resources are not precluded as well. FFS what exactly can be common and what not (e.g. HARQ, SPS etc.) and what is needed in addition (to legacy PTM config).
· For PTM configuration delivery, RAN2 further investigates the following solutions:
Option 1: Dedicated signalling
Option 2: Solution based on SIB+MCCH
We do not preclude some “mix” of the options
· HARQ feedback and PTP are not supported for multicast reception in RRC_INACTIVE. 
· Multicast service continuity after cell reselection in RRC_INACTIVE state (i.e. without resuming RRC connection) will be supported (if the configuration of the new cell is available for the UE). FFS whether there are cases where the UE needs to resume the connection. FFS RAN3 impacts due to inter-gNB mobility.
· Upon cell reselection to neighbour cells during active multicast session, if the configuration of the session is not available for the new cell for UEs in INACTIVE, then the UE is required to resume RRC connection to get the Multicast MRB configuration. 
RAN3#117-e
RAN3 captured the following agreements in the chairman notes [7]:
It is the common understanding that the following information, among others, may be taken into account by the gnb when deciding to enable ues receiving multicast in rrc_inactive state: 
a) the capability of ue (of whether support the mode “multicast over rrc inactive”);
b) the rel-17 multicast context, e.g. the qos parameters not associated to any specific ue;
c) parameters available at the local gnb without enhancement on interfaces, e.g. cell load.
RAN3 can discuss the mobility taken into account the progress in RAN2 and coordinate with RAN2. 
SA2#152-e
SA2 updated the key issues and candidate solutions in 23.700 [8] and asked feedback on issues impacting RAN in an LS [9]. 
Discussion
Service availability for mission critical UEs during extreme RAN congestion
Requirements
Multicast reception in RRC_INACTIVE is introduced for a specific use case driven for public safety by SA6 and operators, i.e. to ensure that there is service availability for mission critical UEs during extreme RAN congestion (e.g. 9/11 type of emergency). 
The term “extreme” is used here to indicate that RAN may only be able to service mission critical UEs during congestion, i.e. mission critical UEs have the highest priority. This implies that for other UEs and other multicast sessions there could be service denial to ensure availability for mission critical UEs. UE power saving is not prioritized for mission critical UEs: 
Observation 1: Multicast reception in RRC_INACTIVE aims to ensure service availability for mission critical UEs during extreme RAN congestion.
Timeline
The timeline for handling mission critical UEs during RAN congestion is discussed in more details: 
[image: ]
Figure 1: Example timeline when there is RAN congestion with mission critical UEs
When there is extreme congestion there are mainly/only mission critical UEs in RRC_CONNECTED and some mission critical UEs may need to be released to RRC_INACTIVE to ensure service availability for all mission critical UEs. 
The gNB needs to keep a margin in RRC_CONNECTED to be able to accept mission critical UEs that want to join, request the floor or report their information to the application server (e.g. position). A margin is also needed for mission critical UEs that want to handover to the cell e.g. in case the neighbour cell is not congested and the mission critical UE is in RRC_CONNECTED in the neighbour cell. A mission critical UE can be configured to periodically send “keep-alive” signalling (e.g. location report or simple RTCP message). This functionality also needs to be supported for mission critical UEs in RRC_INACTIVE. 
The possible actions in the different congestion phases are described below:
· No congestion:
· The Rel-17 functionality is used is used as is, also for mission critical UEs
· UEs can be released to RRC_IDLE/RRC_INACTIVE when a session is deactivated or released to RRC_INACTIVE during data inactivity. 
· CM-IDLE/RAN group paging is used when a session is activated and RAN group paging is used when there is new multicast data to get the UEs back to RRC_CONNECTED.
· Pre-congestion:
· Mission critical UEs are prioritized using Unified Access Control (UAC) and Admission Control (AC).
· Non-mission critical UEs may be rejected (UAC) or blocked (UAC). Most connections are short but a long non-mission critical connection may be released prematurely if needed.
· Congestion:
· Mission critical UEs take most of the connected mode capacity.
· When connected mode becomes overloaded some (non-prioritized/active) mission critical UEs (that are in good coverage and stationary) are released to RRC_INACTIVE but they continue to receive the multicast PTM transmissions.
· Post-congestion:
· gNB gradually calls mission critical UEs in RRC_INACTIVE back to connected mode. Dependent on the load conditions and gNB strategy the gNB can use UE individual RAN paging or RAN group Paging in one (or more) POs to control the paging responses. QoS parameters and priority can be used for differentiated handling between mission critical sessions. 
· Access and admission control restrictions are (gradually) removed for other UEs.
In our view the solution should target to ensure service availability for mission critical UEs during extreme RAN congestion. We expect that this does not happen often and that such an event as such is already challenging for the network to handle. Therefore it is better to have a simple solution that does the job, then a complex solution that requires tuning. We have the following view: 
· No enhancement for group paging, i.e. RAN does not group page during congestion anyways
· Baseline solution uses RRCRelease which has known limitations but might do the job
· In case enhancements are needed, e.g. signal change of PTM config, area, session status, then the MCCH is used
How to handle group paging during congestion in different scenarios is discussed in more details below:
Legacy handling of paging during congestion
In legacy, when there is RAN congestion, the gNB may discard UE individual CM-IDLE or RAN paging requests. Because it is the responsibility of the network to control the paging responses during congestion, bearing in mind that the UE responds to paging irrespective of the UAC settings: 
Observation 2: It is the responsibility of the gNB to control paging during congestion, bearing in mind that the UE responds to (group) paging irrespective of the UAC settings.
During extreme congestion, when the gNB may need to release mission critical UEs to RRC_INACTIVE, the gNB may discard or decide not to trigger group paging for non-mission critical sessions. Because if the gNB would initiate group paging during RAN congestion it would further increase the RAN congestion: 
Proposal 1: The gNB may discard group paging e.g. during RAN congestion.
The CN is not aware when there is congestion in RAN, and CN may try to page multicast UEs in RRC_IDLE for session activation during RAN congestion. Similar as with legacy paging when there is no response, the CN may try again after T3513 expires (see 24.501). If the RAN congestion persists for a long time the CN may have to give up. 
When there is no RAN congestion, group paging for mission critical UEs can be re-used as is. 
Paging for mission critical UEs during congestion
When there is extreme RAN congestion it can be assumed that the mission critical session(s) have been activated causing the congestion, i.e. it is assumed that there is no need for group paging for mission critical session during extreme RAN congestion, because that would only add to the congestion. 
If the UE joins a multicast group and the session is activated later, the UE may be released to RRC_IDLE/RRC_INACTIVE due to inactivity. In the unlikely event that a mission critical session is created when RAN is not congested and activated when RAN is congested, the gNB has to perform group paging. A gNB implementation could proactively trigger RAN group paging for a mission critical session when RAN congestion increases and the session has not been activated yet (or deal with the problem later). We think it is a reasonable assumption that during extreme RAN congestion the mission critical UEs are either in RRC_CONNECTED and RRC_INACTIVE receiving multicast. We do not see the need for group paging where UEs in RRC_IDLE respond, but UEs in RRC_INACTIVE receiving multicast do not resume. 
Session release
When a session is released by the network, the UEs can be informed via group paging immediately or informed later when the UE returns to RRC_CONNECTED (see 23.247 section 7.2.2). The network would obviously not immediately inform the UEs during congestion. This does not cause inter-operability problems, and service availability for mission critical UEs is prioritized during extreme congestion. 
Handling of supporting and non-supporting UEs 
If the operator wishes a scalable solution during RAN congestion it is assumed that the operator puts a requirement on the mission critical UE (and NW) to support multicast reception in RRC_INACTIVE. Because when the UEs do not support multicast reception in RRC_INACTIVE the scalability would not work. With that assumption we do not see the use case where some UEs are prioritized during congestion to stay in connected, because they do not support multicast reception in RRC_INACTIVE.
Return to RRC_CONNECTED
In the worst case there can be a large amount of mission critical UEs receiving multicast in RRC_INACTIVE for a single session. But the gNB can control the amount of UEs responding to paging by: 
· using UE individual RAN paging
· using RAN group Paging in only one (or more) POs of the DRX cycle
This way the gNB can control the paging responses to get mission critical UEs in RRC_INACTIVE back in an orderly fashion to RRC_CONNECTED without overloading the gNB: 
Proposal 2: There is no change to group paging for Rel-18 UEs. 
Signalling and update of PTM configuration and area
Signalling of the PTM configuration was discussed during email discussion #610 [10]. Three signalling options have been identified:
1. RRCReconfiguration and/or RRCRelease
2. MCCH
3. Mix of 1 and 2
The following observations can be made:
· RRCReconfiguration is already supported, i.e. the only question is whether there is a need to provide the PTM config in RRCRelease. PTM config in RRCRelease is needed when the UE joins a session that is activated much later and the UE is released to RRC_IDLE/RRC_INACTIVE due to inactivity. But the gNB could also use the MCCH to provide the PTM config when the session is activated when the UE is in RRC_INACTIVE. In case the PTM config is provided in the RRCReconfiguration there is a need to indicate in RRCRelease which PTM DRX the UE should continue to monitor. Furthermore, there is a need to explicitly indicate the area where the PTM config is applicable, i.e. enable the UE to perform cell re-selection based mobility without resume and continue PTM reception. 
· After release the UE performs cell selection, i.e. the UE could select a cell that is different from the cell in which it is released. In case the area is omitted in the RRCRelease message the UE assumes that the PTM config applies to the PCell only. Otherwise, the area in which the PTM config is valid applies to the set of cells (one or more) included in the RRCRelease message. FFS to which extent the cells in ran-NotificationAreaInfo can be re-used.
· Option 1 does not support change of PTM config, change of area nor notification of session status change (activation/deactivation).
· During congestion the UE should not perform access to obtain a new PTM configuration or area update (e.g. RRCResumeRequest followed by RRCRelease).
MCCH is needed to enable PTM configuration change, change of area and notification of session status change. Paging cannot be used during congestion and the UE should remain in RRC_INACTIVE and not access the network when something is changed.
Potential security issues were raised during email #610 [10]. But the multicast content can be protected via application layer security (e.g. see Annex W in 33.501 Security for multicast/broadcast service for 3GPP service and SRTP/SRTCP for mission critical applications), which protects again eaves dropping (privacy protection). A man-in-the-middle attack could send a fake/incorrect PTM configuration on MCCH and cause denial of service. SA3 is studying the threat of fake base stations, see TR 33.089 [12]. And the same vulnerability is experienced in LTE eMBMS and NR MBS broadcast in RRC_IDLE/RRC_INACTIVE which is considered acceptable, also for mission critical. There is no need to send an LS to SA3 because SA3 is already studying this:
Observation 3: There is no need to send an LS to SA3 about MCCH security.
An implementation using RRCRelease only is feasible in certain scenarios. If there is a need to indicate a change in the configuration, then MCCH needs to be used:
Proposal 3: If needed, the MCCH is used to indicate a change (e.g. PTM config, area, session status) for UEs in RRC_INACTIVE receiving multicast.
In case the MCCH is used to indicate a change during congestion, then potential RACH congestion is avoided because the UEs remain in RRC_INACTIVE. 
The MCCH can also be used to change the PTM configuration when there is a large number of UEs in RRC_CONNECTED, i.e. reducing the signalling and delay. For this to work the UE supporting multicast in RRC_INACTIVE should also support MCCH in RRC_CONNECTED. Because if only a few UEs support it and it would not solve any problem during congestion, i.e. RRCReconfiguration would need to be used for most UEs.
Notification of deactivation for UEs in RRC_INACTIVE 
The CN is not expected to deactivate a mission critical session frequently, if at all:
Observation 4: A mission critical session is not expected to be deactivated frequently, if at all.
Therefore there is no strong need from mission critical perspective to notify deactivation for UEs in RRC_INACTIVE receiving multicast. Furthermore notification of deactivation is not required to enable inter-operability, i.e. it is a performance improvement: 
Proposal 4: Notification of session deactivation to UEs receiving multicast in RRC_INACTIVE is optional. 
This means that when the UE is released to RRC_INACTIVE with a PTM DRX configuration to monitor then the UE assumes that the session is active (and in most cases that will also be the case or the session is activated soon after). 
Mobility and state transitions
Resume based on link quality
The baseline agreement is that mobility is based on cell re-selection, and that the UE resumes when the UE does not have a valid PTM config of the target cell, i.e. the UE resumes as soon as possible on the target cell. However, at the cell border the UE may experience poor link quality. This may happen even though the gNB may try to release UEs to RRC_INACTIVE that are in good coverage and stationary based on the UE measurement reporting. After the UE has been released the RRC_INACTIVE the UE may move into bad coverage/cell border or the radio link may degrade: 
Observation 5: The reception is interrupted when mobility is based on cell re-selection and the QoS cannot be guaranteed when the UE moves.
From a quality of service perspective it would be beneficial if UEs in bad coverage would return to connected mode to guarantee some level of QoS. Furthermore the data loss is also much less during handover compared to cell re-selection:
Proposal 5: The gNB can configure a threshold based on RSRP/RSRQ measurements that triggers the UE to resume when the UE is receiving multicast in RRC_INACTIVE.
CN assistance
Release of a UE to RRC_INACTIVE is under gNB control. In case the gNB has to decide which UEs to release to RRC_INACTIVE during extreme congestion, the gNB can use existing information such as:
· MBS session level:
· QoS parameters (e.g. 5QI values for mission critical sessions (65, 67, 69, 70) or Priority Level and Packet Error Rate, see 23.501)
· Expected UE Activity Behaviour per session (see 38.413)
· UE level: 
· Data inactivity
· UE measurement reports (good coverage and stationary)
· Expected UE Activity Behaviour per UE (see 38.413)
In addition to this information it is beneficial if for mission critical sessions the CN can indicate:
· Priority users (e.g. team leader)
· [bookmark: _Hlk115180394]Active users (e.g. users that frequently request the floor, if not covered by “Expected UE Activity Behaviour”)
QoS parameters: as can be seen above, the current 5G QoS model (and other information provided on NG) is sufficiently detailed to specify QoS requirements for MBS sessions. The 5G QoS model was agreed in Rel-17 to be applicable for NR MBS and 5G QoS parameters are provided to NG-RAN for MBS Sessions. The existing QoS parameters can be used for deciding from which sessions UEs are eligible to be released to RRC_INACTIVE (e.g. by utilising information provided implicitly by means of 5QI values). In case there are multiple mission critical sessions the Packet Error Rate can be used for possible differentiation, see TS 23.501), i.e. no need for additional QoS flow QoS parameters:
Observation 6: There is no need for new QoS parameters to enable multicast reception in RRC_INACTIVE.
CN assistance: It seems beneficial when the CN can provide assistance information on a UE level (e.g. priority or activity) unless this is already covered by existing parameters, e.g. Expected UE Activity Behaviour:
Observation 7: It is beneficial when the CN provides assistance information on a UE level (e.g. priority or activity) unless this is already covered by existing parameters, e.g. Expected UE Activity Behaviour.
UE capability
RAN2 will discuss and agree on the UE capabilities in a later phase when the details of the solution are clearer. But to enable further progress in SA2 RAN2 can indicate the following working assumption to SA2:
Observation 8: RAN2 assumes that reception of multicast in RRC_INACTIVE is an optional Rel-18 feature that is signalled in the UE radio capabilities.
Thus when the UE is in RRC_CONNECTED the gNB knows whether the UE supports this feature. 
[bookmark: _Toc242573360]SA2 feedback
SA2 has 6 questions about multicast reception in RRC_INACTIVE that have RAN impact [9]. Below answers are provided in blue (SA2 questions in orange, and SA2 background info in black): 
1. SA2 understands that it is NG-RAN decision on how to deliver MBS data to the UEs and whether to transition UEs receiving MBS data in an MBS session to RRC Inactive state.
[bookmark: _Hlk114999709][bookmark: _Hlk114999732]SA2 is discussing whether AFs can recommend not to enable the function in NG-RAN for inactive reception for MBS sessions which are particularly sensitive for packet loss. Further, SA2 is discussing solutions where some UEs might not be suitable to be sent to RRC Inactive state (e.g., priority users in a multicast group).
SA2 is also discussing "assistance information" that can be provided by the core network (possibly based on input from the AF) to assist NG-RAN in those decisions.
Q1: SA2 would also like to understand:
a) [bookmark: _Hlk115003290]If there are significant differences in the quality and reliability of the reception of MBS data between UEs in RRC Connected state and UEs in RRC Inactive state
Answer Q1a: There is no uplink feedback when the UE is in RRC_INACTIVE, e.g. when the UE is at the cell border or in bad coverage the gNB might not be aware of the link quality of the UE. The gNB may and can apply strategies to ensure that UEs receive MBS data according to the QoS required, e.g, it can try to release UEs to RRC_INACTIVE that are in good coverage and stationary without being marked by the CN assistance as privileged, and configure UEs to return to RRC_CONNECTED when reception quality deteriorates, details to be discussed in RAN2. Please also refer to answers for Q1c.
Two additional comments in this context:
· QoS in connected mode cannot be guaranteed at all times, SA2 has introduced in Rel-15 QoS Notification Control for that reason (though not applicable to 5MBS). 
· As the main aim of supporting multicast reception in RRC_INACTIVE is to ensure continuation of service in case of congestion, it is believed that it is valid to prioritise service availability over QoS in such a scenario.  
b) If it is possible, as part of the same MBS session, to have some UEs receiving in RRC Connected state, while other UEs receiving in RRC Inactive state
Answer to Q1b: Yes, the gNB controls which UEs receive the multicast session in RRC_CONNECTED or in RRC_INACTIVE.
c) If the answer to b) is yes, will a UE incur MBS data loss while transitioning (under NG-RAN control) between RRC Connected state and RRC Inactive state in the middle of MBS data session? If yes, how long can the reception outage be?

Answer to Q1c: When a Rel-17 UE is receiving MBS broadcast in RRC_CONNECTED and the UE is released to RRC_INACTIVE or RRC_IDLE, then the UE does not release the broadcast MRB on PCell, i.e. broadcast reception continues in such case. Any interruption or loss is dependent on the UE implementation but it is expected to be limited. A similar approach can be assumed for the multicast MRB, i.e. the UE can continue to receive the PTM transmissions, but is also able to receive HARQ retransmissions that are triggered by other UEs. Furthermore in case of congestion a short interruption seems acceptable if it enables the UE to continue to receive the service. 
d) [bookmark: _Hlk115000947]Whether the existing QoS parameters of MBS QoS Flow(s) are enough or some additional parameter is needed for NG-RAN to differentiate different MBS session and UE, which can be used by NG-RAN to decide how to deliver the MBS data.

Answer to Q1d: The current 5G QoS model is sufficiently detailed to specify packet loss requirements etc. of any sort. The 5G QoS model was agreed in Rel-17 to be applicable for NR MBS and 5G QoS parameters are provided to NG-RAN for MBS Sessions. There is no need for any additional information. 
The existing QoS parameters can be used for deciding from which sessions’ UEs are eligible to be released to RRC_INACTIVE (e.g. 5QI values for mission critical are prioritized over other sessions (65, 67, 69, 70), and in case there are multiple mission critical sessions the Packet Error Rate can be used for possible differentiation, see TS 23.501), i.e. no need for additional QoS parameters. 
Q2: SA2 would like to receive feedback on the value of such assistance information from RAN perspective? 

Answer to Q2: It might be beneficial for the gNB to receive CN assistance information about UEs that should preferrable not be sent to RRC_INACTIVE (e.g., priority and/or active users in a multicast group). Rel-15 included in NGAP  “Expected UE Activity behaviour”, even on PDU session level, which could be used as well The gNB can use such information, together with other information, in the gNB decision which UEs to release to RRC_INACTIVE during congestion. 
SA2 assumes that backward compatibility with Rel-17 UEs will be ensured and that NG-RAN will need to know whether the UEs it serves have the Rel-18 MBS capability to receive multicast in RRC_INACTIVE state. 
Q3: SA2 would like to ask if the UE radio capability provided directly from UE to NG-RAN will contain the information whether the UE supports Rel-18 MBS capability to receive multicast data in RRC_INACTIVE state?

Answer to Q3: Backwards compatibility with Rel-17 UE is not ensured, i.e. a Rel-17 UE does not support multicast reception in RRC_INACTIVE. At least for Mission Critical (MC) services, it is a reasonable assumption that the MC operator ensures that all MC UEs support Rel-18 if high number of UEs need to be supported.
A Rel-18 UE supporting MBS is expected to signal explicitly in the UE radio capabilities whether it supports multicast reception in RRC_INACTIVE. As a working assumption SA2 may assume that a gNB has information available whether the UE supports Rel-18 MBS features. RAN2 typically discusses the capability signalling aspects later when the outline of the solution is more clear (e.g. when there are additional optional capabilities concerning potential enhancements).  
2. [bookmark: _Hlk115003310][bookmark: _Hlk115003328]SA2 assumes, when MBS session is activated, the UEs that have previously joined the MBS session and are in RRC Inactive state, may either be kept in RRC Inactive state, or be transitioned to RRC Connected state to receive the MBS session data, depending on NG-RAN decision. The core network will continue to inform RAN nodes about MBS session activation to enable NG-RAN to send appropriate signalling to the UEs in the multicast group. 
[bookmark: _Hlk115003427]Q4: SA2 would like to clarify with RAN WGs whether the assumption that IDLE UE will need to transition to connected state to start receiving the MBS data and CN initiated group paging (as defined in Rel-17) is thus still required for such UEs? 

Answer to Q4: The CN is not aware about the RAN congestion, and does not know (nor needs to know) in which cells some UEs receive multicast in RRC_INACTIVE. It is assumed that the CN informs RAN when a session is activated, de-activated and released, but that (group) Paging over Uu interface is up to RAN in case there is congestion. For example RAN may decide to discard group paging when a session is activated (or released) because RAN is congested. 
[bookmark: _Hlk115003533]Q5: When MBS Session is activated and MBS data allowed to be received in RRC_INACTIVE state, is it possible that the RRC_INACTIVE UE receives MBS data without going back to RRC connected state? If possible, when the MBS session is being activated, how is the RRC_INACTIVE UE notified? 
For group paging initiated for IDLE UEs, does RRC_INACTIVE UE respond to such paging? 

Answer to Q5: Yes, RAN2 agreed that if the UE is in RRC_INACTIVE and the UE has a valid PTM configuration then the UE is not required to transit to RRC_CONNECTED when the session is activated to start receiving multicast data (again). RAN2 has not discussed/decided to notify the UEs in RRC_INACTIVE when the session is activated/deactivated (e.g. via group paging or MCCH). This is an optimization for UE power consumption and not strictly needed to guarantee service availability during congestion, which is expected not to happen that often. 
In case RAN receives a MULTICAST GROUP PAGING message from the CN during congestion, and RAN decides to send a Paging message including a TMGI list of the sessions that are activated, then there can be Rel-17 UEs in RRC_INACTIVE that monitor the same Paging Occasion as the Rel-17 UEs in RRC_IDLE, which would resume the connection in case they have joined the group indicated by the TMGI. During congestion it is not desirable that Rel-17 UEs return from RRC_IDLE/RRC_INACTIVE to RRC_CONNECTED mode, i.e. the RAN would suppress group paging during such period.
3. [bookmark: _Hlk115003627]Regarding the mobility within the RAN Notification Area (RNA), SA2 assumes the UE in RRC Inactive state should be able to continue receiving DL multicast MBS data within its RNA and the solution will be determined by RAN WGs as RRC_INACTIVE mobility is under the remit of RAN WGs.
Q6: SA2 would like to confirm with RAN WGs the above assumption.
Answer to Q6: No, the UE should only receive multicast in RRC_INACTIVE when there is congestion and the UE cannot receive it in RRC_CONNECTED. RAN2 did not agree that there could be other reasons why the UE would receive multicast in RRC_INACTIVE (e.g. UE power saving). Congestion, e.g. during a mission critical emergency, is assumed to be local and not necessary in the complete RNA nor follow the RNA boundaries. 
Summary
[bookmark: _Toc242573361]RAN2 is kindly asked to discuss multicast reception in RRC_INACTIVE: 
Observations
Observation 1: Multicast reception in RRC_INACTIVE aims to ensure service availability for mission critical UEs during extreme RAN congestion.
Observation 2: It is the responsibility of the gNB to control paging during congestion, bearing in mind that the UE responds to (group) paging irrespective of the UAC settings.
Observation 3: There is no need to send an LS to SA3 about MCCH security.
Observation 4: A mission critical session is not expected to be deactivated frequently, if at all.
Observation 5: The reception is interrupted when mobility is based on cell re-selection and the QoS cannot be guaranteed when the UE moves.
Observation 6: There is no need for new QoS parameters to enable multicast reception in RRC_INACTIVE.
Observation 7: It is beneficial when the CN provides assistance information on a UE level (e.g. priority or activity) unless this is already covered by existing parameters, e.g. Expected UE Activity Behaviour.
Observation 8: RAN2 assumes that reception of multicast in RRC_INACTIVE is an optional Rel-18 feature that is signalled in the UE radio capabilities.
Proposals
Proposal 1: The gNB may discard group paging e.g. during RAN congestion.
Proposal 2: There is no change to group paging for Rel-18 UEs. 
Proposal 3: If needed, the MCCH is used to indicate a change (e.g. PTM config, area, session status) for UEs in RRC_INACTIVE receiving multicast.
Proposal 4: Notification of session deactivation to UEs receiving multicast in RRC_INACTIVE is optional. 
Proposal 5: The gNB can configure a threshold based on RSRP/RSRQ measurements that triggers the UE to resume when the UE is receiving multicast in RRC_INACTIVE.
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