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1	Introduction
[bookmark: _Ref178064866]In [1], a new Study Item identifying three main areas of study, i.e., XR-Awareness in RAN, XR specific power savings and XR specific capacity improvements, was agreed. 
“Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.”
In RAN2#119 the following agreements related to study topic was made.
· XR awareness discussion in RAN2 should consider PDU set characteristics and how to use the information available on those (for UL and/or DL). Can also consider how to handle data bursts.
· RAN2 can study e.g. periodicity, arrival time, jitter and frame-size variations for XR awareness to enable power savings and capacity enhancements. Can study also how often such parameters change (i.e. how dynamic they are).
· RAN2 can consider how PDU sets can be mapped to DRBs (FFS if SA2 discussion on PDU set mapping to QoS (sub-)flows impacts this).
In this contribution we share our view on PDU Discard.
2	Discussion PDU Discard
2.1	Packet dropping
The view of SA4 is that network should aim to deliver all packets since any packet losses will impact the user experience somehow [2]. Furthermore, applications behave differently and use encoders with different types of dependency and thus it is impossible to know exactly how the impact on QoE would be in each specific case of losses. 
Even if packet dropping in theory should make it faster to transmit the following packets it is not certain that a scheme dropping packets from one user will increase the number of successfully delivered packets for that user. If later arriving packets are not dependent on the transmission of earlier packets (i.e. independent PDU Sets) then those later packets will likely have a much larger size and it will be more problematic to meet the requirements, i.e. if there was a struggle to transmit the smaller packets, to the point that they were lost, there will be even larger struggle with the larger packets under the same radio conditions. If radio conditions improve significantly, so that meeting the requirements of a large frame is possible, then transmitting the small frames will create a low overhead and the impact on the larger frame will be insignificant. In conclusion dropping packets will generally not improve the QoE of the user itself, but it can still help freeing up resources for other users. When looking at the metric of satisfied users dropping is in general only beneficial if a user is anyway already unsatisfied. If a user is not satisfied but requires a lot of resources it will impact all other users in the cell negatively since there is a lack of available resources and dropping packets from that user can then be a possible solution to increase the overall satisfaction in the cell. 
[bookmark: _Toc115366221][bookmark: _Toc114491830]Dropping solutions should be used to improve the performance of users not performing the dropping 

In a congested network scenario, the scheduler would need to identify the users which could be suitable for dropping. Dropping need to be done on a PDU Set level, as reception of individual IP packets are anyway not important and all the IP packets belonging to a PDU set need to be delivered on time (or close to that time) for a good user experience. For this the scheduler may utilize the PDB of the PDU Sets and the PDU Set size to estimate if the PDU Set can be delivered within its latency requirement and if deemed not to be the case the scheduler may decide to drop the entire PDU Set to free up radio resources. These resources can then be assigned to other users or data transmissions which can still meet the PDB [3]. Worth to note here is that dropping the PDU Sets after a large portion has already been transmitted (e.g. after some discard timer runs out) is not worthwhile as that will still use up a lot of the radio resource. Dropping should thus be done on the PDU Set and on all of the corresponding PDCP SDUs.
[image: ]Evaluations for such dropping solutions have been carried out and results is shown in Figure 1. It can be seen that a dropping solution can provide gains in XR capacity of up to 10%.Figure 1 Capacity improvement when an application packet dropping mechanism is used. The solution is compared against the legacy packet discard mechanism at PDCP layer. PDU Set is referred to as application data unit (ADU) in this figure.


[bookmark: _Toc114491834]With respect to the NG-RAN architecture, the PDCP layer entity is located in the gNB-CU while the RLC entity is located in the gNB-DU. Therefore, there are impacts that affect F1 interface between CU and DU. RAN3 needs to be informed of this impact so that information from the PDCP layer in the CU is passed to the RLC layer in the DU to indicate which RLC SDUs packets need to be delivered in the same time budget or else, dropped

[bookmark: _Toc115366217]RAN2 should specify mechanism for the UE and signalling for NW to support PDU Set dropping solutions assuming application awareness, e.g. information about the PDU Set size and the PDU Set delay budget

2.2 	PDU Set Dependence
In ongoing SA2 FS_XRM and RAN2#119 multiple companies have argued for the need of dependence information related to the PDU Set be conveyed to RAN in multiple ways, e.g., GTP-U and 5QI. In this section we share our general view on this concept. 
Existing RAN scheduler already considers various requirements such as bitrate, PDB, PER, priority, ARP etc. It is unclear how adding this PDU Set dependence/importance information to the scheduler will increase the system capacity or give gain in power saving. 
The general view seems to be that PDU Set dependence can be used to discard dependent packets/PDU Set’s in certain scenarios, e.g. loss of an I-frame/slice renders the following dependent P frame/slice meaningless to the application layer. However, it can be questioned if such simplified scenarios apply for XR traffic. The LS reply from SA4 [2] to SA2, says “In particular, low latency XR and cloud gaming services such as Split-Rendering or Cloud Gaming typically would not use the traditional coding structure with a fixed Group of-Picture (GOP)” and “…the handling of dependent PDU Sets once a leading PDU Set is lost is not universally defined and depends on the operation of the application”. Since there is no universal way of dependence handling, considering the multiple ways of handling PDU Set dependency in the application and RAN for the sole purpose of discarding PDU Sets it will be very complex to make such solutions work. Further it can also be investigated how such dependence would impact the XR capacity. 
[bookmark: _Toc115366222]The handling of dependent PDU Sets once a leading PDU Set is lost is not universally defined and depends on the operation of the application and likely will create complex solutions

We have done such investigations by introducing the GOP dependence structure in our evaluations. In Figure 2 and 3 we provide simulations results based on the traffic models in TR 38.838. The simulations compares system capacity of a Cloud Gaming (CG) scenario assuming either the baseline traffic model or the GoP model [4] along with several scenarios for different PER and PDB of I and P frame as outlined in [5]. In Figure 2 we show the system capacity when frame dependence is not considered, i.e. when a reference frame is lost the scheduler does not drop the dependent P-frame. Despite not giving a penalty for the dependence in this case the different GoP based scenarios still show a small loss in capacity compared to the baseline traffic model. Shown in Figure 3 is the capacity when all dependent P-frames are marked as lost when a reference I-frame or P-frame is lost. Both figures are strikingly similar which indicate that no further users become unsatisfied, i.e. it is only the users that are already unsatisfied that experience any impactful number of frames losses. Since the goal of the dependence is about omitting to transmit unneeded packets, i.e. discarding the dependent PDU Sets, this can be done in a simpler way as explained in previous section 2.1, i.e. by only looking at how a user performs. If a user is in very bad radio situation, need to transmit large PDU Sets with a tight deadline, then scheduler may deem it impossible to meet the requirements and drop packets in favour of letting other users utilize those resources.
[bookmark: _Toc115366223]Introducing frame/PDU Set dependence show no impact on user satisfaction and doesn’t change the selection of which users packets that are subject to dropping

[image: ][image: ]
Figure 3 Evaluation for frame dependence. Here, if a frame is missing, then all dependent frames are marked as missing as well. Notice the similarities with the baseline in Figure 1.
Figure 2 Baseline case for frame dependence, i.e., no penalty for missing frames ([PER_I,PER_R, PDB_I, PDB_P])



[bookmark: _Toc115366224]Dropping packets based on dependence or priority is not beneficial. 
[bookmark: _Toc115366218]RAN2 should not consider PDU Set dependence information
[bookmark: _Toc115366219]Capture the draft TP in annex about PDU discard in TR 38.835
[bookmark: _Toc70424553][bookmark: _Ref189046994]Annex: Text proposals for TR 38.835
5.3.2.X PDU set discarding
When looking at the metric of satisfied users dropping is in general only beneficial if a user is anyway already unsatisfied. If a user is not satisfied but requires a lot of resources it will impact all other users in the cell negatively since there is a lack of available resources and dropping packets from that user can then be a possible solution to increase the overall satisfaction in the cell. Dropping needs to be done on a PDU Set level, as reception of individual IP packets are anyway not important and all the IP packets belonging to a PDU set need to be delivered on time (or close to that time) for a good user experience.
3 Conclusion

In the previous sections we made the following observations: 
Observation 1	Dropping solutions should be used to improve the performance of users not performing the dropping
Observation 2	The handling of dependent PDU Sets once a leading PDU Set is lost is not universally defined and depends on the operation of the application and likely will create complex solutions
Observation 3	Introducing frame/PDU Set dependence show no impact on user satisfaction and doesn’t change the selection of which users packets that are subject to dropping
Observation 4	Dropping packets based on dependence or priority is not beneficial.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 should specify mechanism for the UE and signalling for NW to support PDU Set dropping solutions assuming application awareness, e.g. information about the PDU Set size and the PDU Set delay budget
Proposal 2	RAN2 should not consider PDU Set dependence information
Proposal 3	Capture the draft TP in annex about PDU discard in TR 38.835
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