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1	Introduction
[bookmark: _Ref178064866]The RAN1-led SI on “AI/ML for NR Air Interface” has been approved in RAN#94-e, December 2021 (see the approved SID in RP-213599 and revised version in RP-221348). And while RAN1 has already progressed its work for the last two WG meetings, this is the first for RAN2.
This is the first study concerning AI/ML in RAN2. The study item will explore 3GPP frameworks to enable AI/ML including, for example, AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, and life cycle management.
The SI will focus on analysing enhancements to the following use cases: 
· CSI feedback,
· beam management, and
· positioning accuracy.
For these use cases, the SI aims to evaluate the performance benefits of using AI/ML over existing frameworks, while additionally, assessing potential specification impact and complexity.
This document addresses the “general aspects” of the SI and provides our understanding of the work tasked to RAN2. 
2	Discussion
2.1	On how to use this Agenda Item
[bookmark: _Toc115167421]As seen in RAN2’s Work Plan in [5], RAN2’s main objective in this SI is to assess potential specification impact towards protocol aspects according to RAN1 input. The input from RAN1 will come both from the development of the different use cases and discussions concerning the “general aspects” of the AI/ML framework.
Regarding the use cases, one can note that these could lead to distinct evaluation mechanisms, procedures, etc. This could be especially noticeable from a RAN1 point of view. 
In this sense, during RAN1#109-e it was concluded that (see R1-2205695):
a) where the AI/ML functionality resides depends on the use case.
While (when applicable):
b) RAN2 has been tasked to map the AI/ML functionality to network entities.  
On this matter, and even with the above (i.e., that we have distinct use cases), we believe that RAN2 have the means to find a degree of commonality, which will likely lead to common set of functionalities within the network. Hence, the following proposals.
[bookmark: _Toc115427566]RAN2 to study the AI/ML functionality mapping within network entities (UE included).
[bookmark: _Toc115427567]Under this Agenda Item, RAN2 should strive to find a degree of commonality between the use cases resulting in a common set of functions allocated to different network entities.  
2.2	Working basis
Considering the current use case development, RAN1 has been mostly focused on evaluations of the AI/ML-based solutions for each of these. In this sense, the progress is insufficient for RAN2 to take on any detailed use-case-specific discussions. 
Furthermore, under the “General aspects of AI/ML framework” item, RAN1 has spent considerable amount of time discussing terminology. We highlight some aspects of this discussion in the following subsections.
2.2.1	NW-UE collaboration
During RAN1#109-e it was agreed to have the following 3 levels of network-UE collaboration:
	Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary



From the above, one can easily argue that both Levels ‘y’ and ‘z’ could have direct RAN2 impact. This could come in the form of UE capability, NW indication, configuration options, etc. While, for Level ‘x’ there might not be standard impact. 
[bookmark: _Toc115427561]There seem to be RAN2-related-impact for RAN1-defined Levels ‘y’ and ‘z’ of NW-UE collaboration. 
[bookmark: _Toc115427568]RAN2 to analyse potential impact for the RAN1-defined levels of NW-UE collaboration.
    
2.2.2	AI/ML framework: stages & Life Cycle Management (LCM)
Further, during RAN1#110 it was agreed to:
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses.  



In this regard, we understand that RAN1 will now start sketching an LCM functional framework. This could possibly result in differentiating between:
· the main stages of the lifecycle of an AI/ML model, and
· the steps/procedures associated with a given stage.
Our understanding though, is that the above should only be within RAN1 scope.
[bookmark: _Toc115427562]Designing the Life Cycle Management (LCM) functional framework is out of RAN2 scope.

However, as observed in RAN2’s work plan, it seems reasonable to (at least from now) have RAN2 analysing the impact towards:
· Data collection, 
· Model transfer/update, 
· Model inference,
· Model monitoring,
· Model selection, activation, deactivation, switching, and fallback operation, 
· UE capabilities.

Furthermore, during RAN1#110 it was agreed that:
	The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case.



Clearly, RAN2 can have the overhead-related aspects mentioned above as one of the benchmarks for solution discussion. 
[bookmark: _Toc115427563]Overhead analysis can be considered as a KPI towards the assessing RAN2-related specification and procedures impact. 

2.3	General management of data and AI/ML models
Regarding what is discussed in section 2.2.2, we now briefly touch upon the different areas on which we observe potential RAN2 involvement, and we comment on how RAN2 could proceed to address these.
2.3.1	Data collection
The data collection process could possibly be used to provide information towards the model training and model inference stages. RAN2-related aspects could be linked to configuration of the data collection processes (e.g., measurements involved), triggers, capability signalling aspects, etc. 
We believe, though, that RAN2 should start by gathering and analysing existing procedures, while trying to reuse or mimic (as much as possible) those that could fit the purposes of this SI. In this sense, RAN2 could try to build upon a general framework (see Proposal 2) capable of addressing the different use cases.
[bookmark: _Toc115427569]RAN2 should investigate the feasibility of building a general data collection framework capable of covering the different use cases.
[bookmark: _Toc115427570]Analyse existing data collection mechanisms and identify the aspects that could serve towards developing a general AI/ML data collection framework.

2.3.2	Model transfer (/deployment/update) aspects
As per the list of aspects that RAN1 agreed to study for LCM (see the table above), our understanding is that there is a close relation between transferring, updating, and deploying a model. Strict definitions and similarities are pending to RAN1’s discussion. However, broadly speaking, we are considering the mechanism that describes the action on which an AI/ML model reaches a UE.
Some solutions discussed in RAN1 may not have specification impact, i.e., they rely on implementation-specific-approaches. However, other solutions require models to be transferred from gNB to UE (or vice versa). It is then proposed to:
[bookmark: _Toc115427571]Analyse the feasibility and necessary aspects to support the transfer of AI/ML models.

For this, RAN2 could initially focus on analysing potential AI/ML model formats, the container in which the AI/ML model is packaged and transferred, time duration expected to perform model transfers, UE indications of supported/stored models, etc.
[bookmark: _Toc115427564]For model transfer, RAN2 can start by focusing on studying the container in which the AI/ML model is transferred, time duration expected to perform model transfers, UE indications of supported/stored models.

2.3.3	Model monitoring aspects
Model monitoring can be used to analyse the performance of the AI/ML-based model in the UE. Aspects concerning RAN2 could comprise the configuration of the monitoring (e.g., measurements configuration/reporting), triggering events, etc.

On this, and as proposed above for data collection, we also strongly believe that RAN2 should start by trying to consider existing procedures that could fit towards the goal of monitoring an AI/ML model.
[bookmark: _Toc115427572]Analyse existing RAN2-based mechanisms that could serve towards monitoring the performance of an AI/ML model (e.g., configuration of measurements and reports). Investigate to what extent it is possible to draw inspiration from these to create a framework for monitoring AI/ML models.

2.3.4	Model selection/(de)activation/switching/fallback
Obviously, and as opposed to the previous procedures, the aspects in this subsection could have a strong relationship to particular use cases. And in this sense, RAN2 might need further progress in RAN1 to proceed with detailed discussions. Therefore, early discussions on these matters could be taken in Agenda Item 8.16.3 for use-case-specific aspects. 
[bookmark: _Toc115427565]Early discussion on model selection, (de)activation, switching and fallback could be covered in Agenda Item 8.16.3.

For the above, RAN2 could focus on studying triggering events and procedures for each of the above. 
[bookmark: _Toc115427573]Study the triggering events and procedures for model selection, (de)activation, switching and fallback operation.

[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	There seem to be RAN2-related-impact for RAN1-defined Levels ‘y’ and ‘z’ of NW-UE collaboration.
Observation 2	Designing the Life Cycle Management (LCM) functional framework is out of RAN2 scope.
Observation 3	Overhead analysis can be considered as a KPI towards the assessing RAN2-related specification and procedures impact.
Observation 4	For model transfer, RAN2 can start by focusing on studying the container in which the AI/ML model is transferred, time duration expected to perform model transfers, UE indications of supported/stored models.
Observation 5	Early discussion on model selection, (de)activation, switching and fallback could be covered in Agenda Item 8.16.3.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to study the AI/ML functionality mapping within network entities (UE included).
Proposal 2	Under this Agenda Item, RAN2 should strive to find a degree of commonality between the use cases resulting in a common set of functions allocated to different network entities.
Proposal 3	RAN2 to analyse potential impact for the RAN1-defined levels of NW-UE collaboration.
Proposal 4	RAN2 should investigate the feasibility of building a general data collection framework capable of covering the different use cases.
Proposal 5	Analyse existing data collection mechanisms and identify the aspects that could serve towards developing a general AI/ML data collection framework.
Proposal 6	Analyse the feasibility and necessary aspects to support the transfer of AI/ML models.
Proposal 7	Analyse existing RAN2-based mechanisms that could serve towards monitoring the performance of an AI/ML model (e.g., configuration of measurements and reports). Investigate to what extent it is possible to draw inspiration from these to create a framework for monitoring AI/ML models.
Proposal 8	Study the triggering events and procedures for model selection, (de)activation, switching and fallback operation.
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Annex A	Terminology
Below you can find the terminology that has been adopted in RAN1.
RAN1#109-e
The following has been captured in RAN1#109-e (see session notes R1-2205695):
Working Assumption:
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



RAN1#110
The following has been captured in RAN1#110 (see session notes R1-2208145):

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.
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