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1	Introduction
[bookmark: _Ref178064866]The RAN1-led SI on “AI/ML for NR Air Interface” has been approved in RAN#94-e, December 2021 (see the approved SID in RP-213599 and the revised version in RP-221348).
The SI will focus on analysing enhancements to the following use cases: 
· CSI feedback,
· beam management, and
· positioning accuracy.
For these use cases, the SI aims to evaluate the performance benefits of using AI/ML over existing frameworks, while additionally, assessing potential specification impact.
Furthermore, it is understood from the SID that by RAN#98 (Dec. 2022) the representative sub use cases for characterization and baseline performance evaluations (for each of the main use cases above) should be settled.  
The time budget for the concerning WGs is presented in the Table below (see RP-221060 for further details). It is possible to notice that RAN1 has already had two meetings to progress on the work, while RAN2#119bis-e is the first for RAN2.
Additionally, one can observe that for RAN2 the SI spans for the entirety of Rel-18’s timeframe, with 1 TU uninterruptedly allocated for it until November’s 2023 meeting.
[image: ]RAN1’s Work Plan has been presented in R1-2205021 and the agenda structure in that WG has been sub-itemized to separately cover each of the use cases listed above, plus a “General aspects” item to cover broader issues. 
Alternatively, RAN2’s Agenda Item for this, the first meeting, has been organized as follows:
	8.16	Artificial Intelligence Machine Learning for NR air interface
(FS_NR_AIML_air; leading WG: RAN1; REL-18; WID:RP-Xxxxxx)
Time budget: 1 TU
Tdoc Limitation: 2 tdocs
8.16.1	Organizational
Rapporteur input. Rapporteur is asked to elaborate on expected work split between WGs (will be discussed). 
8.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture(allocation of functionality to entities), other framework aspects, impact on RAN2 and in general.
8.16.3	Use case specific aspects
Explore potential impact of the specific use cases, and the related AIML methods. Authors are asked to kindly structure subclauses, observations, proposals according to use case. Note that RAN2 is dependent on RAN1 progress to make detailed decisions. 




Hence, is it the Rapporteur’s understanding that AI 8.16.2 is similar to the “General Aspects” item in RAN1, while AI 8.16.3 is an umbrella sub item to cover all use-case-specific impacts. 
2	SI objectives & WG split
2.1	RAN1
As seen from RAN1’s work plan in R1-2205021, RAN1 should focus on four main objectives:
1. Finalization of use cases and sub-use cases
2. AI/ML framework, model, terminology and description
3. Performance evaluations
4. Specification impact
From the above, in addition to what is described in the SID, it is in the Rapporteur’s understanding that points 1 and 3 are exclusively intended for RAN1.
As for to point 2, RAN2 should aim (whenever possible) to reuse the concerning agreements made in RAN1. Including, terminology, frameworks, models, and descriptions. 
[bookmark: _Toc115427466]It is in RAN1 scope to finalize the use cases and sub-use cases.  
[bookmark: _Toc115427467]RAN2 should reuse whenever possible the concerning RAN1 agreed terminology, framework, models and descriptions.

2.2	RAN2
As per the SID (see latest version in RP-221348), RAN2’s work seems limited to the highlighted text below:
	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 



It is hence understood by the Rapporteur that RAN2 work is subject to RAN1’s progress and input. This specially concerns the use case study.
[bookmark: _Toc115427468]RAN2’s main objective is to assess potential specification impact towards protocol aspects.
[bookmark: _Toc115427469]RAN2 work on use cases is subject to RAN1’s progress and subsequent input.

From the above description, it is then proposed to split the work in RAN2 between:
A) Configuration and control procedures (from a use-case perspective),
B) General management of data and AI/ML model.

Additionally, RAN1 concluded in RAN1#109-e that (see R1-2205695):
	· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.



The Rapporteur acknowledges that this falls within RAN2’s tasks. However, it is also understood that these aspects could be covered by item B) above.
[bookmark: _Toc115427473]Split RAN2’s work between:
A) use-case-centric configuration, signalling and control procedures,
B) general management of data and AI/ML models.
[bookmark: _Toc115427470]RAN2 analysis of AI/ML functionality mapping within the network can be in the scope of the “general management of data and AI/ML models” aspects.

Specially focusing on B), it appears reasonable to consider that RAN2’s involvement could be centred in studying frameworks, procedures, and general aspects for:
· data collection,
· model transfer/update,
· model monitoring,
· model selection/(de)activation/switching/fallback, 
· UE capabilities. 
On the above, it is the Rapporteur’s understanding that the terminology list, possible points of intersection between different terms, and the discussions regarding the Life Cycle Management functional framework is a work in progress in RAN1. Therefore, the set of bullet points above could vary as the SI progresses; according to RAN1 input or per RAN2 needs.   
[bookmark: _Toc115427474]For the management of data and AI/ML models, RAN2 to start by focusing on data collection, model transfer/update, model monitoring and model selection/(de)activation/switching/fallback, UE capabilities.
[bookmark: _Toc115427471]RAN1 input or RAN2 triggered discussion could lead RAN2 to consider additional aspects towards the management of data and AI/ML models, e.g., model deployment, model registration, model configuration, etc. 

It is worth emphasizing at this point, that the SID explicitly mentions the following:
	Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.


 
A related agreement has been made in RAN1#109-e (see RAN1’s Session Notes in R1-2205695):
	Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.



Therefore, any such discussion on these lines should lie outside the scope of the SI. 
[bookmark: _Toc115427472]AI/ML algorithms and models are implementation specific and are not expected to be specified or discussed in the present SI.

2.2	RAN4
As per what is observed in the SID, RAN4’s involvement in this SI is as follows:

	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· [...]
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  [...] 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition



We thus observe that work in RAN4 is subject to RAN2’s progress and inputs. Hence, Rapporteur finds it important to communicate in due time all useful information to that WG. The same should apply to RAN1 for obvious reasons.
[bookmark: _Toc115427475]To enable work progress, it is essential to keep the other WGs (i.e., RAN1, RAN4) informed of relevant progress/agreements in RAN2. 

3	Timeline in RAN2
2022
Q4
RAN2#119bis-e (1 TU)
· Align companies’ views around the understanding of the SI
· As per what is included in the Meeting Agenda: “Explore AIML methods and their expected or potential architecture (allocation of functionality to entities), other framework aspects, impact on RAN2 and in general.”
· Address the work split/organization within RAN2.
· Use case item/s
· General Aspects item 
· (as per the Meeting Agenda) Start discussion on use cases, their understanding, basic impact and limitations.
· Rapporteur’s Note: very little progress is expected in the use case area, as RAN1 should finalize the representative sub use cases for each use case by RAN#98. 
RAN2#120 (1 TU)
· Continue discussion and strive for RAN2 to settle scope according to RAN2#119bis agreements and current meeting inputs: 
· SI understanding
· WG involvement in the SI
· Work split
· Start (or carry on) discussion on management of AI/ML models and data
· Progress (if possible) with use-case-specific matters
· Eventually taking further RAN1 agreements into account
2023
Q1
RAN2#121 (1 TU)
· Focus the discussion on the set of stable use cases based on (eventual) RP#98 agreements:
· Solutions proposals and subsequent discussion
· Strive for a first general selection of proposals
· For each use case consider the “general aspects” details previously discussed/agreed while touching upon:
· data collection,
· model transfer/update, monitoring, (de)activation/switching/fallback,
· UE capabilities. 
Q2
RAN2#121bis-e (1 TU)
· Address a first set of solutions/proposals by further looking into:
· Benefits 
· Comparison with existing solutions
· Specification impacts
RAN2#122 (1 TU)
· Down selection of solutions based on previous meeting progress.
· Consider impact analysis of (use-case-specific) solutions towards the “general aspects” framework, i.e., considering matters related to:
· data collection,
· model transfer/update, monitoring, (de)activation/switching/fallback, 
· UE capabilities. 
Q3
RAN2#123 (1 TU)
· Focus on TR drafting:
· Solutions
· Procedures
Note: TR drafting can start as soon as meaningful TR-impact has been identified.
· Agree on recommended set of solutions 
· Analysis of commonalities towards a more “general framework”

Q4
RAN2#123bis-e (1 TU)
· TR drafting:
· Solutions
· Procedures
RAN2#124 (1 TU)
· Finalize TR
· Take on potential unresolved issues.
· Include recommendations towards normative work
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]4	Conclusion
In the previous sections we made the following observations: 
Observation 1	It is in RAN1 scope to finalize the use cases and sub-use cases.
Observation 2	RAN2 should reuse whenever possible the concerning RAN1 agreed terminology, framework, models and descriptions.
Observation 3	RAN2’s main objective is to assess potential specification impact towards protocol aspects.
Observation 4	RAN2 work on use cases is subject to RAN1’s progress and subsequent input.
Observation 5	RAN2 analysis of AI/ML functionality mapping within the network can be in the scope of the “general management of data and AI/ML models” aspects.
Observation 6	RAN1 input or RAN2 triggered discussion could lead RAN2 to consider additional aspects towards the management of data and AI/ML models, e.g., model deployment, model registration, model configuration, etc.
Observation 7	AI/ML algorithms and models are implementation specific and are not expected to be specified or discussed in the present SI.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Split RAN2’s work between: A) use-case-centric configuration, signalling and control procedures, B) general management of data and AI/ML models.
Proposal 2	For the management of data and AI/ML models, RAN2 to start by focusing on data collection, model transfer/update, model monitoring and model selection/(de)activation/switching/fallback, UE capabilities.
Proposal 3	To enable work progress, it is essential to keep the other WGs (i.e., RAN1, RAN4) informed of relevant progress/agreements in RAN2.
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 2022  2023  

 May  Aug   Oct  Nov  Feb  April  May  Aug  Oct  Nov  

RAN1  #109  #110  #110bis  #111  #112  #112bis  #113  #114        

2 TU  3 TUs  3 TUs  3 TUs  3 TUs  3 TUs  3 TUs  3 TUs        

RAN2        #119bis  #120  #121  #121bis  #122  #123  #123bis  #124  

      1 TU  1 TU  1 TU  1 TU  1 TU  1 TU  1 TU  1 TU  

RAN4                 #106bis  #107  #108  #108bis  #109  

               0.5 TU  0.5 TU  0.5 TU  0.5 TU  0.5 TU  

 


