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1. Introduction
There are numerous methodologies of machine learning (ML) available. Variants of existing famous ML model are emerging almost every day. Different UEs may support different ML models, depending on its capabilities. Same UE may be able to support different ML models depending on the available input to the ML models. Aside the UE capabilities, for a given set of input for a given environment, accuracy of different models will be different. Furthermore, a certain model is more suitable for a certain task, while the other model is more suitable for the other task. Such diverse ML model availability and model suitability with diverse UE/NW capabilities, it poses an important question on ML model provisioning between UE and network: 
· How ML model is chosen for a given task? Which node chooses the ML model to use? Is it UE or network? Can ML model be updated? Can ML model be switched? 
· What kind of work/study is needed to support ML model provisioning?   
This contribution discusses the questions and suggests relevant area for study. 
2. Discussion 
2.1 ML model provisioning 
For the questions in the Introduction, there is no definite answer, because the question is rather open-ended. Even if the question is open-ended, ML model provisioning between UE and NW should be clearly addressed in the SI in order to make the ML-based operations for intended tasks work in the standard-based system like 3GPP NR. Incorporating ML model provisioning into standard framework is crucial to prevent completely fragmented ML-deployment/implantations and to ensure reliable ML-based output. 
Proposal 1: ML model provisioning between UE and NW should be clearly addressed in the SI in order to make the ML-based operations for intended tasks work in the standard-based system like 3GPP NR.
We can establish a very basic principle for ML model provisioning as such: ML model selection is based on UE capabilities and network capabilities and network can choose a proper or preferred model to use by the UE and/or network. 
Proposal 2: ML model selection is based on extended UE capabilities and extended network capabilities. Network should be able to choose a ML model to use by the UE and/or network based on its preference. 
The following table shows the current working assumption on terminologies agreed for this SI. 
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



For two-sided models, if UE supports multiple two-sided ML models for a given task, network can choose ML model(s) that are supported by both UE and network and, if available, network prefer to select a certain model among the ML models. It is clear that, for two-sided ML models, model selection cannot be purely left UE implementation. 
[image: ]
Figure 1. Example CSI compression using two-sided ML model (auto encoder-like ML model)
For UE-sided model, network preference in ML model selection is still important. Network may trust a certain model than others, and/or dis-trust a certain model than others due to accuracy or reliability reasons considering various factors. Then, before a certain UE-sided model is kicked-in for the given task, network should be able to decide whether the UE-sided model can be used by the UE or whether legacy operations without utilizing the ML model shall be used by the UE. 
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Figure 2. Example of time domain CSI measurement prediction based on UE-sided ML model 
[bookmark: _GoBack]Proposal 3: To study enhanced UE capability signalling to indicate UE’s capabilities of supported ML models for both two-sided models and UE-sided models.  
For a given ML model, model parameters should be configured so that the model can start its task and produce the same output for the same input. For two-sided models, it is clear that model parameters should be somehow controlled by network. Otherwise the model does not work. For UE-sided model, network may want to configure the parameters so that the model produces output as expected and hence UE’s behaviour or output based on the ML model is predicable. 
If UE capability signalling framework is extended to ML-related capabilities and there is a need to configure ML model parameters of the UE by network, it is natural that RRC signalling is used for the extended UE capability signalling and ML model selection as well as configuration of ML model parameters. There might be other options relying on higher layer signalling (NAS or application layers). However, such higher-layer signalling is not suitable in case the ML model selection needs to be done by each RAN based on its capabilities and preference and there is a need to coordinate the selected/deployed ML model across RANs. 
Proposal 4: To study extending RRC signalling to support UE capability signalling of ML-related UE capabilities and ML model selection by network and configuration of ML model parameters by network. 
2.3 Online validation of selected ML models’ accuracy 
Assume that a certain ML model is selected for a given task and parameters are configured to the UE. Then, the ML models at UE side starts to work and produce output. The UE may use the output to derive intended output for the task. The UE may provide the output to network.  
If the output produced by the ML model is valid in any time in any circumstance, the model being active can keep working, and network can rely on the output produced by the ML model. Here, the exact definition of the validity of the ML model is not clear, but the general definition of the validity would be that the ML model is considered valid if the output of the ML model is sufficiently close to a true value in case of one-sided model or if the final/reconstructed output of the ML model pair is sufficiently close to the true value in case of two-sided model. If the validity of the selected ML model cannot be considered to be valid always, some means should be available to validate the Model somehow. In general, validation of a ML model is a not difficult task if true values are available and the validation is done offline. However, if validation needs to be done online, i.e. real-time validation is needed, validation becomes a significantly difficult task because true values are hard to know and therefore accuracy of the ML model is hard to quantify.
When online validation of the ML model cannot be done easily and network cannot ensure that the ML model currently used by UE is valid at the given circumstances, we think the following behaviors should be supported as available options to use by network:
· a) Network (should be able to) validate the current ML model online by comparing the ML-based output with the legacy output that are produced by legacy means like normal UEs do until Rel-17 (without using the ML model).
· b) Network (should be able to) change the parameters of the ML model, i.e, reconfigure the UE with a new set of parameters for the ML model.
· c) Network (should be able to) select another ML model and reconfigure the UE with the new ML model with model parameters.
· d) Network (should be able to) reconfigure the UE to fallback to the legacy operations by stopping the ML model-based operation at the UE for the task.  
Proposal 5: The following network actions are supported for online validation of the configured ML mode and for subsequent network actions in case the ML model is not trust-worthy. 
· a) Network should be able to validate the current ML model online by comparing the ML-based output with the legacy output that are produced by legacy means like normal UEs do until Rel-17 (without using the ML model).
· b) Network should be able to change the parameters of the ML model, i.e, reconfigure the UE with a new set of parameters for the ML model.
· c) Network should be able to select another ML model and reconfigure the UE with the new ML model with model parameters.
· d) Network should be able to reconfigure the UE to fallback to the legacy operations by stopping the ML model-based operation at the UE for the task.  
Update of the model parameters or selection of a new model cannot be done blindly in general. UE may need to provide some assistance information for validation of the ML model and UE may also need to provide some assistance information to assist subsequent network action in case the ML model is considered invalid. It is not clear what kind of assistance information is necessary or beneficial. Necessary assistance information would be different depending on ML models. RAN WGs need to study what assistance information is needed in general and when/how UE provide the assistance information to network.  
Proposal 6: To study UE assistance information aspect (content, procedure, etc) useful for online validation of the configured ML model and for assisting network actions regarding ML model-related reconfiguration (model parameter update, model change, or fallback to legacy). 
3. Conclusion 
This contribution discusses provisioning of ML models between UE and network. The following observations/proposals are provided. 
Proposal 1: ML model provisioning between UE and NW should be clearly addressed in the SI in order to make the ML-based operations for intended tasks work in the standard-based system like 3GPP NR.
Proposal 2: ML model selection is based on extended UE capabilities and extended network capabilities. Network should be able to choose a ML model to use by the UE and/or network based on its preference. 
Proposal 3: To study enhanced UE capability signalling to indicate UE’s capabilities of supported ML models for both two-sided models and UE-sided models.  
Proposal 4: To study extending RRC signalling to support UE capability signalling of ML-related UE capabilities and ML model selection by network and configuration of ML model parameters by network. 
Proposal 5: The following network actions are supported for online validation of the configured ML mode and for subsequent network actions in case the ML model is not trust-worthy. 
· a) Network should be able to validate the current ML model online by comparing the ML-based output with the legacy output that are produced by legacy means like normal UEs do until Rel-17 (without using the ML model).
· b) Network should be able to change the parameters of the ML model, i.e, reconfigure the UE with a new set of parameters for the ML model.
· c) Network should be able to select another ML model and reconfigure the UE with the new ML model with model parameters.
· d) Network should be able to reconfigure the UE to fallback to the legacy operations by stopping the ML model-based operation at the UE for the task.  
Proposal 6: To study UE assistance information aspect (content, procedure, etc) useful for online validation of the configured ML model and for assisting network actions regarding ML model-related reconfiguration (model parameter update, model change, or fallback to legacy).
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