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At RAN#94-e meeting, a new SID on AI/ML for air-interface was approved for Rel-18 [1], and then the latest SID [2] was approved at RAN#96 meeting.

In the SID [2], RAN2 scope is:

1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

RAN1 has discussed it for two meetings, and lots of agreements were made. This paper is to provide some general considerations in RAN2.
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Work split between RAN1 and RAN2
For this RAN2 meeting, there is no RAN1 LS and RAN1 has not provided clear indications on work split between RAN1 and RAN2. In our opinion, RAN2 can have some high level discussions for this meeting, and RAN2 can also discuss which aspects need more inputs from RAN1.

Since this item is a Study Item, solutions should be firstly evaluated in RAN1, so we suggest RAN2 can judge which aspects could be discussed and which needs more inputs from RAN1. Otherwise, there may be some duplicated or even conflicting discussions between RAN1 and RAN2.

For example, RAN1#109-e made the following agreement. It states that RAN2/3 may be involved with some discussions, but details will be checked by RAN1 later.

	RAN1#109-e Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.



As below, we provide some analysis on use cases, collaboration level, lifecycle management, and UE capability aspects, and we propose RAN2 to check high level impacts and identify which aspects that need to be investigated in RAN2. For future RAN2 meetings, RAN2 could further check use case specific impacts and identify which aspects need more inputs from RAN1.

Observation 1: RAN2 can have some high level discussions on what to be discussed or analysed in RAN2 for this meeting, and more co-ordination between RAN1 and RAN 2 are needed for future meetings.

Terminologies
RAN1 is discussing a couple of terminologies, and some of them are still under discussions. For RAN2 discussions, the RAN1 agreed terminologies can be used as baseline, i.e. the table related to the R1-2205401 at RAN1#109-e meeting, and further progress on terminologies at RAN1#110 (like AI/ML model delivery).

Proposal 1: RAN2 to use terminologies discussed by RAN1 for further discussions, i.e. the table discussed at RAN1#109-e and further progress made at RAN1#110.

Use cases and collaboration level
According to the SID, the following use cases are involved:
· CSI feedback
· Beam management
· Positioning

For the collaboration level, RAN1 has made the following agreement:
	RAN1#110 agreement:
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary



RAN1 is still discussing the details and boundary between two levels x and y. More important, evaluations are needed to justify whether a specific collaboration level is needed and what the detailed info exchanged in Uu interface are. Besides, some companies are proposing more dedicated sub-levels for collaboration.

In our opinion, different use cases would need different collaboration levels. Here are some examples:

For CSI feedback enhancement:
For CSI compression, RAN1 agreed that Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. And then RAN1 also agreed that in CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied: Type 1/2/3.
For CSI prediction, RAN1 agreed that if the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE. For one-sided structure, we observe that no model transfer is needed.

For Beam management:
RAN1 agreed the following, and we think Alt.1 and Alt.2 are belonging to Level y as no model transfer is needed.

	Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.



For Positioning:
RAN1 agreed the following. It can be seen that RAN1 will further discuss whether one-sided or two-sided model will be used, per specific positioning method (e.g. UE-based, UE assisted/LMF-based, NG-RAN node assisted). So different CLs will be used for different methods.

	Agreement
When reporting evaluation results with direct AI/ML positioning and/or AI/ML assisted positioning, proponent company is expected to describe if a one-sided model or a two-sided model is used.
· If one-sided model (i.e., UE-side model or network-side model), the proponent company report which side the model inference is performed (e.g. UE, network), and any details specific to the side that performs the AI/ML model inference.
· If two-sided model, the proponent company report which side (e.g., UE, network) performs the first part of interference, and which side (e.g., network, UE) performs the remaining part of the inference.




In summary, level y and z may have RAN2 impacts, and RAN2 can identify which aspects need more inputs from RAN1. Moreover, per use case CL evaluations, which justify whether a specific collaboration level is suitable and what the detailed info exchanged in air-interface are needed, are also in discussion. Therefore, since both level y and z involve signalling exchange over air-interface, RAN2 should focus on the potential high layer impacts per use case and identify which aspects need more inputs from RAN1.

Observation 2: Selection of collaboration level per use case should be done by RAN1.

Proposal 2: RAN2 impacts on signalling and procedures due to the collaboration level should be studied per use case.

Lifecycle Management
General aspects
In the last two meetings, RAN1 has claimed that due to the frequently changing wireless environment, an AI/ML model is hard to maintain optimal performance in all scenarios all the time. Therefore, RAN1 introduced the concept of LCM, to adjust AI/ML models in time and thus suit variable wireless environment. In RAN1 #110 meeting, the following agreements are achieved as the detail discussion sub-topics for LCM.

	RAN1#110 agreement:
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
Note: Terminology is to be defined.
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability



Firstly, we think the above agreement can be used as baseline in RAN2. Secondly, for some functionalities (e.g. model registration), RAN1 is still discussing it so that RAN2 can identify which aspects need more inputs from RAN1. Thirdly, we think the following aspects may have RAN2 impacts:
· Data collection
· Model training
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Model transfer

Based on the RAN1 definitions, we think the impacts on LCM (e.g. RAN2 impacts on signaling and procedures) should be discussed per use case. Here are some examples:
· For model training, for the use case CSI feedback, RAN1 agreed to further study data collection like assistance signaling for UE’s/gNB’s data collection, which is use case specific; for the use case beam management, RAN1 also agreed to study data cllection, e.g. signalling aspects related to assistance informaiton (if supported), Reference signals, which is also use case specific
· For model monitoring, for the use case beam management, RAN1 agreed to study the aspects, e.g. performance metric(s), signalling/configuration/measurement/report for model monitoring, which is use case specific
· We do not list all relevant RAN1 discussions/agreements, and it can be observed that lots of LCM functionalities are discussed per use case during the past two RAN1 meetings for this SI.

In addition, the above LCM aspects are typical component procedure, and they should not be considered as common signalling at least for now.

For terminologies, we see that some of them may be overlapped, or there may be just slight differences between them. We think that more RAN1 clarifications will be helpful.
For example, for the following terminologies, they are understood as model operations. The general concept is that the network can configure/update the AI/ML model(s) towards UE, and the detailed solutions may be the same or different.
· Model transfer
· Model delivery
· Model selection
· Model switching
· Model fallback
· Model activation/deactivation
· Model update


Proposal 3: RAN2 to use LCM agreement by RAN1 as inputs. Based on RAN1 discussions, the aspects under LCM are typical component, and they should not be considered as common signalling at least for now.

Proposal 4: RAN2 impacts on signalling and procedures due to LCM should be studied per use case.

Proposal 5: Based on the RAN1 discussions so far, the following aspects may have RAN2 impacts:
· Data collection
· Model training
· Model operations, e.g. model selection, model update, model transfer
· Model monitoring

Data collection
To support model training/inference, the network nodes with AI/ML models collect specific types of data and use them as inputs. Network or UE may deploy an AI/ML model pre-trained in offline as a basis and update the model based on data collected from realistic networks (e.g., field data). The collected field data can also be used for model monitoring, to evaluate whether a model is suitable or needs adjustment for current wireless scenario. 
Though the current specifications already support a large number of measurement types, RAN1 is still discussing whether to propose new measurements, for better performance evaluation and model optimization.
In [3], it states that network or UE may deploy an AI/ML model pre-trained offline as a basis and update the model based on training data collected from realistic networks (e.g., field data). The collected field data can also be used for model monitoring. To this end, the procedure and specification impacts for data collection from field need to be studied.

Thus, the procedure and specification impacts for data collection from field need to be studied, while for the details, RAN2 can identify which aspects need more inputs from RAN1, e.g. measurements, requirements.

Proposal 6: For data collection, RAN2 can identify which aspects need more inputs from RAN1, e.g. measurements, requirements.


Model training
For AI/ML model training, two types have been identified:
· One-sided model
· Two-sided model

Based on RAN1 agreements, the definitions are as below:
	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.



In [3], it states that for one-sided model, for on-network training, although the model training is entirely performed at the network side, it may require UE to assist the collection of training samples, and RAN2 can identify which aspects need more inputs from RAN1. Although network may require UE to assist the collection of training samples, the implementation of training process itself is transparent to UE. In addition, the entity to perform training (e.g., gNB or other entity in NW) and the specific training approach should be up to implementation.

For one-sided model, for on-UE training, similar as on-network model training, the entity of the UE side to perform the training is up to UE implementation also. Whether it needs network to assist the collection of training samples can be further studied. 

For two-sided model, it consists a pair of model-A and model-B over which joint inference is performed across the network and the UE. This kind of AI/ML model is applied, for example, in the CSI feedback case where a two-sided model is used for CSI compression and recovery. The network part model (e.g., CSI reconstruction part) and UE part model (e.g., CSI generation part) need to be paired to ensure end-to-end performance. This is challenging in nature because network and UE involve different equipment vendors and use distinct hardware platforms. 

For two-sided model for CSI compression, RAN1 has made the following agreements:
	In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 



Since RAN1 is still discussing the three types for two-sided model, e.g. pros/cons/impacts, RAN2 can identify which aspects need more inputs from RAN1.

In general, different use cases (sub use cases) would need different training types, so the AI/ML model training types should be use case specific.

Proposal 7: RAN2 to use one-sided/two-sided model training as inputs, which needs more inputs from RAN1, e.g. how a type works, requirements on the information exchanged in Uu interface.
Proposal 8: The AI/ML model (one-sided/two-sided) should be use case specific.

Model operations
For model operations, some have been defined in terminologies:

	Terminology
	Description

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.


Some have been agreed by RAN1 for further study, and the descriptions will be decided by RAN1 later.
· Model selection
· Model activation/deactivation
· Model switching
· Model fallback

Generally speaking, we think with AI/ML introduced into network, there could be at least two status for a specific use case, i.e. Non-AI and In-AI. Non-AI means the network works conventionally and no AI related functions are applied, while for the In-AI status, the network uses AI related functions for the current scenario to improve the network performance. In Fig.1, we provide a simple diagram to describe the basic status transfer flows.

[image: ]
Figure 1: Diagram for model handling

For model activation and deactivation, the original intention is to let network activate or deactivate AI/ML models, considering the network entity capability and guaranteeing the performance. For example, if any AI model is not able to outperform conventional strategies or one network entity cannot support AI related computation due to some reasons, resource, the network can enter Non-AI status. On the other hand, if the network finds some AI models can have better performance comparing to conventional strategies and there is no other limitation, the network can choose the optimal AI model and enter In-AI status. Obviously, the status transfer may require extra signalling exchange between network entities and thus brings potential impacts to high layers.

For model switching, the network may switch models timely, to guarantee the performance. Different AI models require diverse inputs and produce diverse output, thus under CL y and z, and either one- or two-sided model training, once one node decides to switch model, it needs to inform the other node.

For model update, it is similar to model switching. By utilizing realistic performance and measurements as feedback for reinforcement learning, the AI models can be revised to keep guaranteeing performance. One node may need to inform the others about detail parameters of model version change.

For model transfer/delivery, we see that some options have been shown in previous RAN1 meetings, and some of options may have RAN2 impacts.
Firstly, we think model tranfer/delivery should be discussed based on specific use case, because it needs RAN1 evaluations. As below, RAN1 agreed on some KPIs for evaluating performance, and overhead of model delivery/transfer is one important KPI.

	Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency



Secondly, we think RAN1 should provide some initial analysis on the model information, which will be useful for RAN2 study. As we analyzed in section 2.3.3, RAN1 is discussing training collaborations for CSI comprssion using two-sided model use case, and we think the model representative format (MRF) issue should be discussed in RAN1. In our RAN1 paper [4], we think for type 1, model transfer faces the MRF issue, where UE may not interpret and compile the model transferred by network due to different platforms for generating AI/ML models. So we expect that RAN1 should study MRF issue for model transfer first.

Thirdly, we note that in RAN1 defined AI/ML model delivery, the current definition is quite open, and it includes lots of combinations. In our opinon, different combinations may refer to different solutions, which will impact different WGs, and if RAN2 is going to check all combinations, we see the following drawbacks:
· In our opinion, the model transfer/delivery discussion should be based on specific use case, and RAN1 evaluations are needed. In other words, based on RAN1 evaluations, some of combinations may be/may not be needed.
· It is time consuming, and RAN2 TU should also be used to address other important aspects.
· In the current SID, only RAN1, RAN2 and RAN4 are involved, and some of the combinations may be out of scope, e.g. they may impact RAN3/SA2/CT1.

In summary, for model transfer/delivery, we think RAN2 will need at least the following RAN1 inputs, so that RAN2 can have efficient discussions.
· (1) which use cases need model tranfer/delivery.
· (2) based on use case, RAN1 opinions on overhead of model delivery/transfer.
· (3) initial analysis on the model information, e.g. how to solve the the model representative format (MRF) issue.
· (4) for model delivery, there are some combinations, e.g. UE to network, network to UE, different network entities/protocol layers. In RAN1 opinion, for a specific use case, what the suitable combination(s) are.

For model operations other than model transfer/delivery, we think they may have RAN2 impacts, and RAN2 can identify which aspects need more inputs from RAN1.

Proposal 9: For model transfer/delivery, in order for efficient RAN2 discussions, RAN2 needs the following RAN1 inputs:
(1) which use cases need model tranfer/delivery.
(2) based on use case, RAN1 opinions on overhead of model delivery/transfer.
(3) initial analysis on the model information, e.g. how to solve the the model representative format (MRF) issue.
(4) for model delivery, there are some combinations, e.g. UE to network, network to UE, different network entities/protocol layers. In RAN1 opinion, for a specific use case, what the suitable combination(s) are.

Proposal 10: For model operations other than model transfer/delivery, RAN2 can identify which aspects need more inputs from RAN1, e.g. requirements on the information exchanged in Uu interface.

Model monitoring
Model monitoring identifies the adaptiveness between AI/ML model and environment, which provides the main reference to switch model in time and avoid performance decline. Model monitoring requires to collect information that reflects the model status, e.g. real-time performance and resource cost. In general, model monitoring can operate in event-driven or periodic manner. For event-driven, there could be event triggering thresholds that trigger extended measurements and data collection. For periodic manner, the network periodically collects specific metrics to evaluate model status.

In [3], it states that model monitoring can operate in event-driven or periodic manner. Model monitoring identifies the adaptiveness between AI/ML model and environment, which can switch model in time and avoid model failure. Model monitoring requires to collect information that reflects the model status.

For metrics for monitoring, in general, there are two options for model monitoring in terms of different metrics: 
Option 1: Inference accuracy, which can be directly monitored. Such performance can be obtained by comparing the inference results with the ground-truth labels. The label during the inference stage needs to be collected for evaluating whether the performance of the model is degraded. Taking network based monitoring for instance, as the network could collect ground-truth labels from multiple UE at a time, construct a large number of diversified labels efficiently, so the duration of monitoring window and the overhead of ground-truth labels may be relatively small.
Option 2: System performance, e.g. system throughput, RSRP, etc. For example, if the throughput using AI/ML decreases or lower than the legacy non-AI/ML system, it might indicate that the model is not suitable to the current environment.

Therefore, depending on the execution node (e.g., network or UE) of these steps, model monitoring can be classified into three cases:
Case 1: gNB collects inputs for monitoring, calculates monitoring KPI, and makes the monitoring decision. This case is applicable to at least On-network model and the two-sided model.
Case 2: UE collects inputs for monitoring, calculates monitoring KPI, feeds back KPI to gNB, and gNB makes the decision. This case is applicable to On-network model and On-UE model as well. Two-sided model can also use this monitoring type.
Case 3: UE collects inputs for monitoring, calculates monitoring KPI, and makes the monitoring decision. This option can be applied to monitor the On-UE model.

Proposal 11: Model operations may have RAN2 impacts, and RAN2 can identify which aspects need more inputs from RAN1, e.g. requirements on the information exchanged in Uu interface.

UE capability
In the SID, the UE capability to support AI related functions for the proposed use cases, belongs to RAN2 study area.

Before discussing AI related UE capabilities in RAN2, we think the following aspects should be discussed and concluded first in RAN1:
· KPIs
· Evaluations

Proposal 12: RAN1 should discuss and conclude KPIs and evaluations before UE capability discussions in RAN2.

Conclusion
In this paper, we discuss common framework and RAN2 impacts, and we have the following observations and proposals:

For work split between RAN1 and RAN2, and teminologies
Observation 1: RAN2 can have some high level discussions for this meeting, and more co-ordinations bewteen RAN1 and RAN 2 are needed for future meetings.
Proposal 1: RAN2 to use terminologies discussed by RAN1 for further discussions, i.e. the table discussed at RAN1#109-e and further progress made at RAN1#110.

For use cases and collaboration level
Observation 2: Selection of collaboration level per use case should be done by RAN1.
Proposal 2: RAN2 impacts on signalling and procedures due to the collaboration level should be studied per use case.

For lifecycle management
Proposal 3: RAN2 to use LCM agreement by RAN1 as inputs. Based on RAN1 discussions, the aspects under LCM are typical component, and they should not be considered as common signalling at least for now.
Proposal 4: RAN2 impacts on signalling and procedures due to LCM should be studied per use case.
Proposal 5: Based on the RAN1 discussions so far, the following aspects may have RAN2 impacts:
· Data collection
· Model training
· Model operations, e.g. model selection, model update, model transfer
· Model monitoring

Proposal 6: For data collection, RAN2 can identify which aspects need more inputs from RAN1, e.g. measurements, requirements.
Proposal 7: RAN2 to use one-sided/two-sided model training as inputs, which needs more inputs from RAN1, e.g. how a type works, requirements on the information exchanged in Uu interface.
Proposal 8: The AI/ML model (one-sided/two-sided) should be use case specific.

Proposal 9: For model transfer/delivery, in order for efficient RAN2 discussions, RAN2 needs the following RAN1 inputs:
(1) which use cases need model tranfer/delivery.
(2) based on use case, RAN1 opinions on overhead of model delivery/transfer.
(3) initial analysis on the model information, e.g. how to solve the the model representative format (MRF) issue.
(4) for model delivery, there are some combinations, e.g. UE to network, network to UE, different network entities/protocol layers. In RAN1 opinion, for a specific use case, what the suitable combination(s) are.

Proposal 10: For model operations other than model transfer/delivery, RAN2 can identify which aspects need more inputs from RAN1, e.g. requirements on the information exchanged in Uu interface.
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For UE capability
Proposal 12: RAN1 should discuss and conclude KPIs and evaluations before UE capability discussions in RAN2.
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R1-2205285	Summary#1 of [109-e-R18-AI/ML-02]	Moderator (Qualcomm)
From May 13th GTW session
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models

R1-2205401	Summary#2 of [109-e-R18-AI/ML-02]	Moderator (Qualcomm)
From May 17th GTW session
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.

	Online training
	TBD - need more discussion

	Offline training
	TBD - need more discussion

	On-UE training
	Online/offline training at the UE

	On-network training
	Online/offline training at the network

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online (field) data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data e.g., clustering is a common example of this.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

R1-2205474	Summary#3 of [109-e-R18-AI/ML-02]	Moderator (Qualcomm)

R1-2205522	Summary#4 of [109-e-R18-AI/ML-02]	Moderator (Qualcomm)
From May 20th GTW session
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Note: Extended email discussion focusing on evaluation assumptions to take place
· Dates: May 23 – 24

RAN1#110 agreements on common part

9.2 [bookmark: _Hlk102658034]Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface 
Please refer to RP-221348 for detailed scope of the SI.
[110-R18-AI/ML] To be used for sharing updates on online/offline schedule, details on what is to be discussed in online/offline sessions, tdoc number of the moderator summary for online session, etc – Taesang (Qualcomm)

R1-2207222	Technical report for Rel-18 SI on AI and ML for NR air interface	Qualcomm Incorporated
9.2.1 General aspects of AI/ML framework
Including characterization of defining stages of AI/ML algorithm and associated complexity, UE-gNB collaboration, life cycle management, dataset(s), and notation/terminology. Also including any common aspects of evaluation methodology.

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.

R1-2208178	Summary#5 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
R1-22080xx	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
R1-2207932	Summary#2 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
R1-2207879	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm)


11

image1.png
............................

............................

nnnnnn




