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1	Introduction
Objectives for Rel-18 Mobile IAB as below will be discussed.
	· Define Procedures for migration/topology adaptation to enable IAB-node mobility, including inter-donor migration of the entire mobile IAB-node (full migration) [RAN3, RAN2]. 
· Mitigation of interference due to IAB-node mobility, including the avoidance of potential reference and control signal collisions (e.g. PCI, RACH). [RAN3, RAN2]. 



From RAN2-119e below points were noted as way forward.

	P4: RAN2 may discuss whether there are issues with PCI partitioning that needs to/can be addressed (to be used in applicable scenario), if any found within R2 scope. May discuss need for and feasibility from R2 point of view of a dynamic PCI change mechanism. May also discuss whether enhancements to/vs current UE/MT reporting are useful/necessary to improve PCI collision detection. 
P5: RAN2 may discuss whether there is a problem of RACH configuration collision between mobile IAB and stationary network from RAN2 perspective and/or whether RAN2 should ask RAN1 to consider RAN1-related aspects. 




Further SA2 has also sent an LS that needs RAN2 attention.
	With regard to Key Issue#3 (as defined in clause 5.3), SA2 would like to understand if the MBSR, i.e. mobile-IAB node, would keep the same TAC, and Cell ID, when it changes serving donor gNB. SA2 has documented different solutions based on different options and needs RAN2 and RAN3 feedbacks for down selection.



[bookmark: _Ref178064866]2	Discussion
2.1	Interference aspects
2.1.1	PCI
There can be multiple ways to avoid PCI collision.
1. PCI partitioning
2. CUs exchanging signaling information on the range of PCIs (list of PCIs) which have been configured, especially border area cell list and informing to mobile IAB node whether the allocated PCI ID is reused by other network nodes/CUs.
3. Dynamic change of PCI
4. Creating a new logical DU and thus creating a new cell ID
Solution 1 can be envisioned by OAM whereas for Solution 2 some signalling aspects may have to be designed.
Solution 2 can be seen as proactive measures which can alert the mobile-IAB node that there can be risk of collision while entering the new CU service area. As part of full migration (change of CU), solution 4 may have to be performed. Hence, solution 2 and 4 could be realized together. Solution 2 can indicate which range of PCIs should be used to avoid collision in the new CU.
However, Solution 3 and 4 would have large impacts in terms of service interruption, latency etc. Changing a PCI ID on the fly is complex as all the reference signals must be re-generated as per the new cell ID; UEs will have to resynchronize and connected mode UEs have to be handed over to new cell etc. Hence, RAN2 should discuss whether there is need for solution 3 or solution 4 when there is intra-CU mobility. 1008 PCIs should be sufficient for one CU and PCI partitioning between static DU cells and mobile IAB cells should avoid PCI collision.
[bookmark: _Toc115391300]Need of PCI collision avoidance may be needed only for inter-CU scenario. 
Considering that the interference may be short lived; RAN2 should make a conscious decision and may also need to consult RAN1 if a solution involving 3 or 4 (i.e., change of PCI) is needed especially if RAN2 would consider that PCI collision avoidance should be done also for Intra-CU scenarios, i.e., it can be frequent. If the risk of PCI collision is frequent, then RAN1 should identify other simple ways to avoid collisions rather than dynamic PCI change which has large KPI degradation risk.
We should note that inter-CU PCI collision avoidance may come for free as solution 4 would be needed for inter-CU migration.
[bookmark: _Toc115391301]If any PCI collision happens when mobile IAB moves to new CU, this can be resolved as part of full migration procedure i.e., no need to handle the PCI collision independently. 
[bookmark: _Toc115391307]Information of PCI range that have been used between CUs is exchanged and informed to mobile IAB Node.
[bookmark: _Toc115391308]Mobile-IAB DU receives a range of cell that it can use in a new/target CU from source CU to avoid collision. 
[bookmark: _Toc115391309]RAN2 to avoid solutions where PCI may have to be changed on the fly (dynamically) at least for intra-CU Mobility.
[bookmark: _Toc115391310]RAN2 to send LS to RAN1 on the severity of interference when the PCI collides and if solution of changing PCI is required or can be handled in any other way.
2.1.2	RACH
When it comes to RACH, it is primarily the initial root sequence that may cause issue. If two cells have the same root sequence and if a UE sends a preamble, both the cells/gNBs would receive and respond. Changing the root sequence number on the fly may not be that severe as changing the PCI; but still it should be avoided unless really necessary.
[bookmark: _Toc115391311]RAN2 to send an LS to RAN1 to the severity of interference when the RACH resource collides and if solution of changing RACH resources is required or can be handled in any other way.
2.2	LS from SA2 on TAC/RAN Area Code
Tracking Area code and RAN Area code are designed in a way to also manage paging in efficient way. If TAC is large, the CN has to send page to a large area which could comprise several gNBs. Having large TA on the other hand reduces the amount of TAU that UE may have to perform.
As mobile IAB is moving like a regular UE; it may move to a new TAU. The question in this case is whether the cells belonging to mobile IAB DU mirror the new TAC (i.e., change TAC) that mobile-IAB MT registers to or continue keeping the same TAC (i.e., dedicated TAC). 
From our point of view, we prefer to update the TAU to reflect the new area so that AMF can easily reach/page the UEs served by mobile IAB node.  If that is not the case and mobile IAB has the static TAU, then AMF must figure out by some other means as where the mobile IAB is and its UEs are currently. The new signaling indication to AMF during NAS registration may need to include parent IAB cell ID etc. But we consider changing the TAC is more logical.
Mobile IAB-MT can acquire the SIBs from its serving cell and extract the TAC, RAN Area Code and informing these to the mobile IAB-DU. The mobile IAB-DU can verify/check if there is change in TAC or RAN Area code. If there is any change, the SIB content of mobile IAB-DU cells can be populated/updated with the new values. 
[bookmark: _Toc115391312]Mobile-IAB cells mirror the same TAC/RAN area code that mobile-IAB-MT selects.
2.3	Migration aspects
The main task for the Rel-18 IAB WI is to specify the procedure for enabling IAB-node mobility. The Rel-17 specifications support partial migration of IAB-nodes, where the IAB-MT of an IAB-node is handed over between two donor CUs, while the F1 traffic traversing/terminated at the co-located IAB-DU is redirected to traverse the donor DU serving the IAB-MT after the IAB-MT handover (HO). The termination points of the F1 traffic traversing/terminated at the co-located IAB-DU remain unchanged.
During Rel-17 IAB, full inter-donor migration of an IAB-node was discussed, but not specified. During RAN Plenary discussions, several companies expressed the intention to propose full migration as the baseline for mIAB mobility support. 
One prominent use case for mIAB is an urban scenario where mIAB-nodes are mounted onboard vehicles. Cells in urban scenarios are typically small, where mobility implies frequent HOs (of the mIAB-MT). Always applying the full migration in the form that was discussed in Rel-17 means that both the mIAB-MT and mIAB-DU HOs would have to be executed both together and therefore frequently. This would imply complex reconfigurations, with a significant impact on the connected UEs, due to the change of the serving donor CU and, likely, the CGI. 

[bookmark: _Toc115391302]Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs, would imply frequent and complex reconfigurations with a significant impact on the connected UEs due to the change of the serving donor CU. 
Besides the inherent complexity and processing load, an additional risk of joint HO of mIAB-MT and mIAB-DU is that the mIAB may stay under one donor for just a little while causing a subsequent HO of the mIAB-MT before the completion of the mIAB-DU HO. This is a likely scenario in a small cell environment, typical for urban scenarios. If this happens, two alternatives are possible. Either the mIAB-MT HO is delayed until completion of the mIAB-DU HO, with the risk of increased mIAB-MT HO failure due to slow HO execution, or this (subsequent) mIAB-MT HO is executed before the mIAB-DU HO is completed, increasing the risk of errors due to unsynchronized state of mIAB-DU’s F1 connection, neither of which is good. 

[bookmark: _Toc115391303]Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs may lead to slowing down of mIAB-MT handover (and a possible failure), or to an unsynchronized state of mIAB-DU’s F1 connection.
Finally, joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency). 

[bookmark: _Toc115391304]A joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency). 
Due to the above, we think that a solution that support the decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate the mentioned issues. Here, the decoupling means that it should be possible to execute mIAB-MT and mIAB-DU HOs independently of each other, meaning that, at any time, the mIAB-MT could be served by a donor CU different than the donor CU serving the mIAB-DU. 
[bookmark: _Toc115391305]Decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate connectivity interruptions and handover failure. 
[bookmark: _Toc115391306]It could be advantageous to offer the hosting of a mobile IAB-DU to a dedicated CU that would always anchor/terminate the F1 connection.
However, since such a discussion rather falls into the domain of RAN3, in order for RAN2 to make progresses we should first wait for RAN3 to agree on architecture/migration features before we discuss further migration procedures in RAN2. Thus, we propose:
[bookmark: _Toc115391313]RAN2 to wait for RAN3 to progress on architecture/migration updates.

3	Conclusion
In the previous sections we made the following observations: 
Observation 1	Need of PCI collision avoidance may be needed only for inter-CU scenario.
Observation 2	If any PCI collision happens when mobile IAB moves to new CU, this can be resolved as part of full migration procedure i.e., no need to handle the PCI collision independently.
Observation 3	Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs, would imply frequent and complex reconfigurations with a significant impact on the connected UEs due to the change of the serving donor CU.
Observation 4	Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs may lead to slowing down of mIAB-MT handover (and a possible failure), or to an unsynchronized state of mIAB-DU’s F1 connection.
Observation 5	A joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency).
Observation 6	Decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate connectivity interruptions and handover failure.
Observation 7	It could be advantageous to offer the hosting of a mobile IAB-DU to a dedicated CU that would always anchor/terminate the F1 connection.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Information of PCI range that have been used between CUs is exchanged and informed to mobile IAB Node.
Proposal 2	Mobile-IAB DU receives a range of cell that it can use in a new/target CU from source CU to avoid collision.
Proposal 3	RAN2 to avoid solutions where PCI may have to be changed on the fly (dynamically) at least for intra-CU Mobility.
Proposal 4	RAN2 to send LS to RAN1 on the severity of interference when the PCI collides and if solution of changing PCI is required or can be handled in any other way.
Proposal 5	RAN2 to send an LS to RAN1 to the severity of interference when the RACH resource collides and if solution of changing RACH resources is required or can be handled in any other way.
Proposal 6	Mobile-IAB cells mirror the same TAC/RAN area code that mobile-IAB-MT selects.
Proposal 7	RAN2 to wait for RAN3 to progress on architecture/migration updates.
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