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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved Error! Reference source not found., with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The study will serve to identify what is required for an adequate AI/ML model characterization and description establishing pertinent notation for discussions and subsequent evaluations. Various levels of collaboration between the gNB and UE are identified and considered. Specification impact will be assessed in order to improve the overall understanding of what would be required to enable AI/ML techniques for the air interface.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in Error! Reference source not found. relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

The SI further defines responsibility for different WGs for accessing potential specification impacts Error! Reference source not found., whereas the RAN2 study access protocols aspects of the potential specification impacts, as mentioned below:
1) […]
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

Note that many of the RAN1 discussions are still in progress. RAN2 study starts with the progress that has been made in RAN#1 109-e and RAN1 110 on
· General principles
· Working list of terminologies
· Network-UE collaboration levels

In this contribution, we start the discussion with state-of-the-art feature release techniques in the 3GPP network and the existing state-of-the-art software updates procedures, thereafter we will start discussing how we can enable features supporting AI/ML-based algorithms in the 3GPP network.   
2. State-of-the-art feature release techniques 
Before discussing details on procedures, protocols, and signaling to enable AI/ML use cases (or features supporting AI/ML-based algorithms) in the 3GPP network, it is important to understand system requirements for enabling features supporting AI/ML-based algorithms in the 3GPP system, system limitations to enable them in the 3GPP system, and existing state-of-art feature deployment and software updates in the 3GPP system.
2.1 State-of-the-art feature deployment in 3GPP Networks
Enabling features supporting AI/ML-based algorithms shall follow the current state-of-the-art feature release and software update procedures. Note that when a new feature is developed in the 3GPP, it involves corresponding UE capability signaling, configuration for the feature, required functional implementation at different network layers (e.g., RRC procedures may need to be updated), interoperability testing, and others. 

Observation 1: Enabling a feature in the 3GPP system involves enhancements to existing procedures or introduction of the new procedures, e.g.,
· UE capability signaling
· Configuration
· Activation/deactivation of the procedure
· Management of the network layers to support the feature 

Enabling features supporting AI/ML-based algorithms and corresponding AI/ML models in the network will work in a similar way, i.e., enabling features supporting AI/ML-based algorithms and corresponding AI/ML models in the 3GPP is not only about the model transfer but rather involves many procedures such as UE capability signaling (to indicate supported/available feature and models at the UE and its coexistence with other features), the configuration of the model (based on the applicability criteria of the models), transfer of the model, monitoring and activation, deactivation, or switching of the model, and others. Similarly, even when a new model corresponding to an existing feature is enabled in the 3GPP systems then procedures such as UE capability signaling, activation/deactivation, and others may need to be updated at both UE and network. 

We want to emphasize that not only for the enabling of a new AI/ML use case (or feature supporting AI/ML-based algorithms) but the enabling of new or updated models for existing AI/ML use case (or feature supporting AI/ML-based algorithms) may involve procedures, protocols, and signaling updates outlined previously. For example, after the introduction of a model A for CSI feedback that can run on all UE-supported carriers with suboptimal performance, when a more complex model B is introduced that requires more processing time or resources to achieve better performance and thus can be run on a subset of those carriers simultaneously. Not only the new model ID needs to be updated and understood at both the UE and the network, but the UE capabilities also need to be adjusted based on multiple variables such as the bandwidths, bands, and the number of processes. Therefore, enabling a model for an AI/ML use case (or AI/ML feature) in the 3GPP network has similar complexity as the deployment of other 3GPP features. 
Error! Reference source not found.
Observation 2: When a new model is enabled then procedures such as UE capability signaling, configuration, model delivery, activation/deactivation, and others may need to be updated at both the UE and the network.

Proposal 1: The introduction and deployment of a new feature or a new or updated model may require updates to general and feature-specific procedures, protocols, and signaling. 
2.2 State-of-the-art UE software update 
Note that when a feature is implemented at the UE, UE vendors ensure that the feature operates properly. That includes resolving software and hardware dependencies, rigorous unit testing, and interoperability testing. 

Observation 3: Similar to any other UE feature implementation, enabling an ML use case at the target device may require:
· Proper evaluation of the required hardware and software dependencies for the model to meet performance requirements,
· Rigorous testing and interoperability testing of the model for the target device.

As described earlier, the 3GPP system should allow fraction updates for the modem software for supporting a new model and updated model. Note that there can be two types of updates to an existing AI/ML model: a whole model structure update or a parameter set update. While the parameter set update may or may not result in a load difference to run the model, the output of the new model may result in different behavior in the rest of the software stack and new timelines that will need to be tested. In addition, a model update may also cover different use cases and may require procedural changes at both the UE and the network. Model updates (including the parameter set update) may impact existing procedures, therefore, even model updates involving parameter set updates may also require factory testing, compilation, and hardware and software optimizations to ensure performance requirements and interoperability with other existing features. Therefore, not only for the newly developed model for a use case but also upon update of the existing model, the fraction update procedure should ensure that model satisfies that interoperability testing and has optimized implements to meet the performance requirements.

Proposal 2: Both new model and model updates should be enabled in the 3GPP system only if they satisfy performance and interoperability with other existing features requirements. 
3. Principles of protocols’ design for enabling AI/ML 
As described in the SID Error! Reference source not found., RAN2 should access protocol-related specification impact considering the progress in RAN1 as the reference. In RAN1#109-emeeting and RAN1#110 meeting, RAN1 has defined a working list of terminologies and gNB-UE collaboration levels that can be considered as the baseline for designing the protocols for enabling AI/ML in the 3GPP systems [3].

Let us look in the table below at the relevant working list of terminologies defined in RAN1 [3, 4] and our view on the RAN2 specification impacts.

	Terminology
	Description
	RAN2 specification impact

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference
	· RAN2 specification will be impacted ---

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 
	· Supported model format (e.g., proprietary vs standardized models)
· May work on methods for identifying a model in the 3GPP systems 

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs
	· Discussion on the configuration aspects

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.
	· Different methods for model delivery from one entity to another 

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model
	· Model monitoring methods (e.g., monitoring at the UE or network) 
· Configuration and reporting methods for model monitoring 

	Model activation
	enable an AI/ML model for a specific function
	· Requirement for model activation (e.g., based on applicability and observed performance)

	Model deactivation
	disable an AI/ML model for a specific function
	· Requirement for model deactivation (e.g., based on applicability and observed performance)

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function
	· Requirement for model switching (e.g., based on model monitoring)



Proposal 3: RAN2 should wait for RAN1 to conclude the discussion on data collection. 

Note that RAN1 is still discussing the different aspects of level-y and level-z collaboration levels. While there is not much clarity about the level-z collaboration, we believe that there are some clarities about level-y collaboration between gNB and UE. Therefore, the RAN2 study should start with protocol aspects for level-y collaboration. Many such agreements for level-y collaboration can be extended to level-z collaboration once RAN2 gets further clarity on level-z collaborations.

Observation 4: RAN1 is still discussing the different aspects of level-y and level-z collaboration levels to draw a boundary between them.   

Proposal 4: RAN2 should prioritize defining the protocol, procedures, and signaling aspects for level-y collaboration until RAN2 gets more clarity on level-z collaboration from RAN1. 
3.1 Supported AI/ML model format and methods for identifying AI/ML model
3.1.1 Supported AI/ML model format 
There can exist two types of model format as follows:
· Proprietary model – a highly specialized model that is optimized for the target device for meeting performance requirements for the AI/ML use case
· Network configured model – a standardized model that may not have optimized implementation for the target device 
A model format needs to be selected based on the requirements of the use case. Note that RAN1 use cases (e.g., CSF feedback, beam management, and positioning accuracy enhancements) in Error! Reference source not found. are time-critical, i.e., they are expected to run with a very tight time budget. Therefore, it needs to be ensured that model outputs are produced for usage in a timely fashion. To ensure these requirements, a model may need to be optimized for the target device, i.e., the model implementation should be able to exploit the internal implementations of CPU, GPU, accelerator, and other resources. 

Observation 5: RAN1 use cases (e.g., CSF feedback, beam management, and positioning accuracy enhancements) are time-critical and may pose significant constraints to the modem for meeting the required deadline and computing resources.

Let us consider the pros and cons of the proprietary and network configurable models in the below table to determine which model format can meet the performance requirements of RAN1 use cases.

	Model format
	Pros
	Cons

	Proprietary model
	· Models are highly optimized for the target devices for meeting the performance requirements of the AI/ML use case
· Optimizes internal implementation of UE hardware to achieve this
· Safeguards against unexpected UE behaviors as the model goes through rigorous testing
	

	Network configured model
	
	· May require UE to compile the model locally 
· Models are not optimized for the target devices. May fail in meeting the performance requirements of the AI/ML use case
· Random models may result in “undefined UE behavior”



Observation 6: Network configurable models (i.e., standardized models) cannot be optimized for the target device, may fail to meet the performance requirements of the AI/ML use case, or worse, result in undefined UE behavior.  

Proprietary models on the other hand can be highly optimized to meet the performance requirements of the existing AI/ML use cases (use case under RAN1 discussion). As previously discussed, this is also ensured through rigorous factory testing. 

Observation 7: Proprietary models can be highly optimized for the target device utilizing the UE internal implementation.

Moreover, the UE may not be expected to compile a model locally. The compilation process is CPU intensive and requires tools that are better optimized offline. Therefore, a compiled model may need to be delivered to the UE for inference.   

Observation 8: UEs may not be capable of compiling AI/ML models locally. 

Proposal 5: A model may be converted into an executable before delivery to the UE.

Proposal 6: For the existing (under discussion) RAN1 AI/ML use cases, proprietary models should be used for both level-y and level-z collaboration between the UE and the gNB.
3.1.2 Methods for identifying AI/ML model
Note that RAN1 is evaluating the model generalization aspects for different use cases. Depending on how much a model can be generalized for a use case, multiple models may be developed for a given AI/ML use case for different scenarios. Identifying a model is important such that it can be configured at the UE based on the model’s applicability. Furthermore, as previously discussed, UE may support a set of models for a use case. To indicate the support for a model, an associated ID will be helpful.

Proposal 7: RAN2 should discuss how to identify a model in the 3GPP system (e.g., based on ID associated with the model).  
3.2 AI/ML model update and delivery methods 
3.2.1 AI/ML model update
As described in the last section, the existing RAN1 use cases may require models to be optimized for the target devices. Therefore, models should be updated offline such that the updated model remains optimized for the target device. Furthermore, the updated model should also pass through rigorous testing such the performance requirement of the AI/ML use case can be ensured. 

Proposal 8: Model update should happen offline such that the updated model remains optimized for the target device and model performance for the AI/ML use case can be ensured through rigorous testing.  
3.2.2   AI/ML model transfer/delivery 
As previously discussed, irrespective of the model delivery method, the model should be proprietary. The model should go through rigorous testing to ensure performance requirements of the AI/ML use cases and interoperability with other existing features. Model delivery to the UE may have the following options:
Option 1 AI/ML models are delivered over the user-plane
Option 2 AI/ML models are delivered over the control plane

However, not all these options are viable solutions. Let us consider these options and analyze the pros and cons.

	Model delivery method
	Pros 
	Cons

	AI/ML models are delivered on runtime over the user-plane

	· Will encourage the development of AI/ML models
· Specialized models can be developed for different scenarios
· No control overhead   
	

	AI/ML models are delivered on runtime over the control plane

	
	· It may have a significantly high control plane overhead 
· May result in significantly high overload at the gNB for delivering the model
· SRBs are designed to carry small control packets



Observation 9: Model delivery to the UE may have the following options:
Option 1 AI/ML models are delivered over the user-plane
Option 2 AI/ML models are delivered over the control plane

Observation 10: Model size can be significantly large, for example, larger than hundreds of KBs.

Observation 11: Model transfer/delivery is a file transfer requiring reliable delivery across handover events.

Observation 12: Model transfer/delivery over the control plane is not a viable solution as SRBs are not designed for file transfer but only for carrying small control packets.

Proposal 9: RAN2 should study methods for delivery models over user-plane. 
3.3 Model monitoring, and activation, deactivation, or switching procedures 
Once AI/ML Models are deployed and operational, we may want to monitor their performance and applicability. This will allow model activation, deactivation, and switching based on monitoring the performance and applicability of the model. Reasons for model monitoring may include:
· Data-driven models may not have a performance guarantee.
· Data distribution may shift after deployment due to e.g., environmental changes
· A family of models has been deployed, and we want to make the model selection decision (i.e., the decision on which model among a family of models to use for inference) based on the performance and the applicability of the model
· Over time, models and/or their parameters may be updated by further engineering without indicating the change to the network.
· Models may not have been fully developed at the time of initial UE deployment
  
Note that model performance and applicability can be monitored at the UE or the network. Model activation, deactivation, or switching may be performed based on model monitoring results. For example, the network can configure UE to monitor the model and send a report or allow performing model switching or (de)activation when certain events meet. A few examples of such events can be reporting when model performance falls below a configured threshold, when the UE environment changes (e.g., when UE moves from indoor to outdoor, or vice versa), etc.  Similarly, the network (e.g., gNB) can monitor the model performance and applicability of the model, and send an indication for model activation, deactivation, or switching. The 3GPP standard should allow model monitoring at both UE and gNB.

Proposal 10: RAN2 should discuss the methods for enabling 
· Monitoring at the UE and autonomous (de)activation and switching of the model
· Monitoring at the UE and network controlled (de)activation and switching of the model
· Monitoring at the gNB and network controlled (de)activation and switching of the model
3.4 UE capability  
As previously discussed, the models should be proprietary. Models are tested to ensure that they will meet the AI/ML use case performance requirements without any interoperability issues with the existing features. Furthermore, for an AI/ML use case, multiple models may be developed for different scenarios. The UE capability signaling should indicate model IDs supported per use case (or feature supporting AI/ML algorithms).
Proposal 11: The UE capability signaling should indicate the following,
· Supported model IDs per use case or feature
4. Conclusion 
Observation 1: Enabling a feature in the 3GPP system involves enhancements to existing procedures or introduction of the new procedures, e.g.,
· UE capability signaling
· Configuration
· Activation/deactivation of the procedure
· Management of the network layers to support the feature 

Observation 2: When a new model is enabled then procedures such as UE capability signaling, configuration, model delivery, activation/deactivation, and others may need to be updated at both the UE and the network.

Proposal 1: The introduction and deployment of a new feature or a new or updated model may require updates to general and feature-specific procedures, protocols, and signaling. 

Observation 3: Similar to any other UE feature implementation, enabling an ML use case at the target device may require:
· Proper evaluation of the required hardware and software dependencies for the model to meet performance requirements,
· Rigorous testing and interoperability testing of the model for the target device.

Proposal 2: Both new model and model updates should be enabled in the 3GPP system only if they satisfy performance and interoperability with other existing features requirements. 

Proposal 3: RAN2 should wait for RAN1 to conclude the discussion on data collection. 

Observation 4: RAN1 is still discussing the different aspects of level-y and level-z collaboration levels to draw a boundary between them.   

Proposal 4: RAN2 should prioritize defining the protocol, procedures, and signaling aspects for level-y collaboration until RAN2 gets more clarity on level-z collaboration from RAN1. 

Observation 5: RAN1 use cases (e.g., CSF feedback, beam management, and positioning accuracy enhancements) are time-critical and may pose significant constraints to the modem for meeting the required deadline and computing resources.

Observation 6: Network configurable models (i.e., standardized models) cannot be optimized for the target device, may fail to meet the performance requirements of the AI/ML use case, or worse, result in undefined UE behavior.  

Observation 7: Proprietary models can be highly optimized for the target device utilizing the UE internal implementation.
Observation 8: UEs may not be capable of compiling AI/ML models locally. 

Proposal 5: A model may be converted into an executable before delivery to the UE.

Proposal 6: For the existing (under discussion) RAN1 AI/ML use cases, proprietary models should be used for both level-y and level-z collaboration between the UE and the gNB.

Proposal 7: RAN2 should discuss how to identify a model in the 3GPP system (e.g., based on ID associated with the model).  

Proposal 8: Model update should happen offline such that the updated model remains optimized for the target device and model performance for the AI/ML use case can be ensured through rigorous testing.  

Observation 9: Model delivery to the UE may have the following options:
Option 1 AI/ML models are delivered over the user-plane
Option 2 AI/ML models are delivered over the control plane

Observation 10: Model size can be significantly large, for example, larger than hundreds of KBs.

Observation 11: Model transfer/delivery is a file transfer requiring reliable delivery across handover events.

Observation 12: Model transfer/delivery over the control plane is not a viable solution as SRBs are not designed for file transfer but only for carrying small control packets.

Proposal 9: RAN2 should study methods for delivery models over user-plane. 

Proposal 10: RAN2 should discuss the methods for enabling 
· Monitoring at the UE and autonomous (de)activation and switching of the model
· Monitoring at the UE and network controlled (de)activation and switching of the model
· Monitoring at the gNB and network controlled (de)activation and switching of the model

Proposal 11: The UE capability signaling should indicate the following,
· Supported model IDs per use case or feature
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