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1	Introduction
In [1], RAN plenary approved the RAN1-led SI for studying the application of AI/ML techniques to the NR air interface. More specifically, the following use cases are in scope of the study item.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 



In this contribution we provide some initial views on exploring the potential impact of the specific use cases and sub-use cases and the related AIML methods that are applicable to them. The document is structured accordingly. 
2	CSI feedback enhancement
2.1	CSI compression
As part of the Rel-18 study item on AI/ML for air interface, one key use case for AI/ML is CSI feedback compression, which involves two-sided models with an encoder deployed on the UE side and a decoder on the gNB side. AI/ML-based CSI compression aims at finding a better quantized and efficient representation of the underlying DL channel than the legacy codebook-based mechanism can do. Inputs (and the associated outputs) like raw channels, eigenvectors, and precoders are being considered. In terms of model training strategy, currently two general categories of model training are being discussed: joint training and separate training [2].
The RAN1 agreements made in earlier meetings are copied here for reference:
	Agreement [RAN1#109-e]
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.



	Agreement [RAN1#110]
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  



Based on the above agreements for CSI feedback compression, the following aspects may have specification impact for both RAN1 and RAN2: on the aspects of model configuration, model performance monitoring, data collection for model training.
· Signalling to support field channel data collection
· Signalling to support model performance monitoring
· Signalling to support model selection/switching
· Signalling to support model configuration/activation/de-activation
Proposal 1: For AI/ML-based CSI compression, RAN2 should study the signalling support for data collection, performance monitoring, model activation/de-activation/selection/switching.
2.2	CSI prediction
	Conclusion [RAN1#110]
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.



CSI prediction is one of the sub use cases in RAN1 for future AI/ML applications. There is a general differentiation between one sided and two-sided channel prediction methods, but the focus for the time being is on one sided channel prediction and especially on UE sided prediction. In that case the UE can apply any type of channel prediction methods like physical layer based Kalman filtering, or certain AI/ML neural networks like LSTMs. Then, the main difference to conventional Type II CSI is the reporting of CSI for a future time instance instead for the latest current one. 
From that perspective, the impact to RAN2 might be limited and, for example, related to the identification of the UE capabilities like the possible prediction horizon, the needed inference time, the required “observation time” of the radio channel required to infer a channel prediction, etc. The “observation time” is a relevant information for the gNB as it has to configure the related CSI RS to enable the UE sided channel estimation and it impacts the earliest scheduling opportunity for the given UE. Other information might be related to the achievable prediction accuracy and reliability. 
With respect to minimizing the number of required ML models it is important to cover a large variety of scenarios, which leads then to varying channel prediction performance for different UE locations. For that purpose, we consider UE specific fine-tuning methods of one or few generalized AI/ML models, which again requires some form of gNB-UE collaboration to achieve high performance with low overhead, e.g., for CSI RSs.
Two-sided channel prediction methods are for the time being a research topic, promising similar or improved channel prediction performance with lower signaling overhead. These methods benefit from tight cooperation of UE and gNB sided AI/ML models and would correspondingly involve many RAN2 aspects but are currently out of scope. 
In the future, more advanced channel prediction methods might benefit from assistance information like UE locations, SINR conditions, cell load and others, but such issues are so far out of scope as well.  
Observation 1: The sub use case CSI prediction is so far limited to basic UE sided channel prediction methods. Based on expected performance gains this sub use case still has to be confirmed (by RAN1) to be part of the NR SI AI/ML for the air interface. 
Proposal 2: RAN2 to consider signalling support for the most basic (or essential) RAN1 features needed for UE sided channel prediction like configuring CSI RSs at least during the observation time, aligning the best fitting prediction time between gNB and UE, etc.
3	Beam management
	Agreement [RAN1#109-e]
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range



	Agreement [RAN1#110]
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

Agreement [RAN1#110]
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

Agreement [RAN1#110]
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded

Conclusion [RAN1#109-e]
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.



As part of the Rel-18 study item on AI/ML for air interface, one key use case for AI/ML is beam prediction for enhancing beam management performance and/or reducing the associated overhead due to CSI-RS resources and/or reporting overhead.  AI/ML-based beam prediction involves predicting the best beam(s) or predicting the ranking or other quantities (i.e. RSRP(s)) of all beams based on a limited set of measurements. Two variants of AI/ML-based beam prediction are being studied in RAN1: spatial-domain beam prediction (BM Case 1) and temporal-domain beam prediction (BM Case 2).  Both variants may require spec impact for RAN2.
Observation 2: AI/ML for beam management may require supporting up to two variants of beam prediction each potentially requiring additional signalling support: 1) AI/ML for spatial-domain beam prediction and 2) AI/ML for time-domain prediction.
3.1	Background for Beam Prediction 
BM Case-1 - Spatial-domain DL beam prediction
In spatial-domain beam prediction, a limited set of beams are measured and reported by the UE, and the best beam for the UE is determined based on that limited set of measured beams. In spatial domain beam prediction, the limited set of measurements generally includes beam measurements that do not contain any historical information and therefore do not enable any tracking of the time dimension of the channel. For spatial-domain beam prediction, the beam prediction operation is predicting beam(s) belonging to a Beam Set A based on measurements performed on a Beam Set B (the definitions of Beam Set A and Beam Set B are in RAN1).
BM Case-2 - Temporal DL beam prediction
In time-domain beam prediction, the ML model can predict the best beam for a UE based on a set of limited measurements that includes historical information.  For example, the set of measurements could include a history of the best beam index selected by the UE with optional inclusion of the corresponding RSRP and/or UE position information.  One purpose for this prediction can be to lower the RS overhead by narrowing down a candidate set of best beam(s) for mobile UEs.  Another purpose for this prediction can be to increase the time period between the transmission of CSI-RS resource sets for beam refinement (e.g., CRI with RSRP feedback) for mobile UEs, which not only would decrease the CSI-RS overhead but would also reduce the reporting overhead since the time period between UE reports would also be increased.  For time-domain beam prediction, the beam prediction operation is predicting beam(s) belonging to a Beam Set A based on historic measurement results obtained on a Beam Set B (the definitions of Beam Set A and Beam Set B are in RAN1).  
3.2	Impact of Beam Prediction 
For both variants of AI/ML-based beam prediction described above, the following aspects may result in specification impact for RAN1 and RAN2: data collection for model training, model inference, and model monitoring.  In addition to these main aspects, RAN1 is studying the use of assistance information, which is any additional information that can be used to improve the overall performance of the AI/ML-based beam prediction. Examples of assistance information include but are not limited to Tx and/or Rx beam angle, UE direction information, positioning-related measurement, Tx and/or Rx beam shape information, and UE orientation information.   
The potential spec impact (if any) of model training is being studied in RAN1 for the case where AI/ML model training is at the network side or at the UE side where the choice of offline versus on-line training is being considered. With respect to model training, the following aspects may require spec impact in terms of new signalling and/or configuration(s): 
· Signalling/configuration/measurement/report for collecting training data, e.g., signalling aspects related to assistance information (if supported), and Reference signals.  
· Content/type of the collected data
Observation 3: For model training, AI/ML for beam management impacts signalling and/or configuration of measurement reports for training data collection, e.g., signalling aspects related to any assistance information and reference signal configurations. 
Proposal 3: For AI/ML based beam management, RAN2 assesses signalling impacts and/or configuration for measurement reports for training data collection, e.g., signalling aspects related to assistance information and reference signal configurations. 
With respect to model inference, the following aspects may require signalling and/or configuration:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., enhanced or new beam measurement and/or beam reporting
· Enhanced or new signalling for measurement configuration/triggering
· Signalling of assistance information (from the other side) if applicable (e.g., depending on where inference is happening) 
Observation 4: For model inference, AI/ML for beam management impacts signalling and or configuration of UE reporting, UE measurements, e.g., new beam measurement and/or beam reporting, enhancing the signalling for measurement configurations and triggering of those measurements.  
Proposal 4: For AI/ML based beam management, RAN2 assesses signalling impacts and or configuration of UE reporting, UE measurements, e.g., new beam measurement and/or beam reporting, enhancing signalling for measurement configurations and triggering of those measurements.
With respect to model monitoring, the following aspects may require signalling and/or configuration:
· measurement reports for data collection
· performance metrics
· benchmark or reference for the performance comparison
· model monitoring e.g., signalling aspects related to assistance information (if supported), Reference signals, wherein other aspects may not be precluded at this time.  
· triggering possible model switching based on the collected measurements
Observation 5: For model monitoring, AI/ML for beam management may require measurement report extensions (or separate messages) for collecting performance metrics or benchmarks and signalling of AI/ML assistance information related to monitoring the AI/ML model.
Proposal 5: For AI/ML based beam management, RAN2 should study the need for measurement report extensions (or separate messages) for collecting performance metrics or benchmarks and signalling of AI/ML assistance information related to monitoring the AI/ML model.
4	Positioning accuracy enhancement
	Agreement [RAN1#109-e]
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 



	Agreement [RAN1#109-e]
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1



	Agreement [RAN1#110]
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement [RAN1#110]
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement [RAN1#110]
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 



AI/ML for positioning may involve signalling and procedures related to training data collection, model configuration, model (de)activation, model monitoring and update, etc. as well as report/feedback of model input/output for inference. Moreover, signaling aspects related to data collection including ground truth label determination for model training involves communication between UE/PRU/TRP, which eventually needs to be further discussed in order to clarify the RAN2 impacts.  The signalling may further depend on where (e.g., UE or location management function (LMF)) the AI/ML model training and inference takes place. 

In NR Positioning, the network entity LMF handles positioning session and signalling between UE and LMF via. the LPP protocol. In addition, NRPPa is used for signaling between LMF and gNB, and there is also signalling between gNB and UE, such as via RRC, for several tasks, e.g., resource allocation. Therefore, to address the signalling (incl. reporting) needs of AI/ML operations for positioning, it needs to be identified whether extension of LPP is required between LMF and UE, as well as of NRPPa between LMF and gNB. Also, signaling requirements between the UE and gNB needs to be identified and studied. 

Proposal 6: RAN2 aims to study signalling aspects in AI/ML for positioning by focusing on essential extensions to the positioning protocols (LPP and NRPPa).

Currently, RAN1 is considering studying at least the two aspects of AI/ML for positioning accuracy enhancement, namely: 1) direct AI/ML positioning, where the output of AI/ML model inference is UE location; and 2) AI/ML assisted positioning, where the output of AI/ML model inference is an intermediate feature or measurement, e.g., ToA, AoA, LOS/NLOS identification etc, that can be further used in location estimation. This includes study on assistance information signalling and procedures for model training, model indication/configuration, model monitoring and update, model inference input/output, etc. Furthermore, RAN1 is studying the specification impact of UE-side or network-side training/inference which may further impact on the signalling between the network and UE. Finally, RAN1 is also discussing the definition of positioning sub use cases, however this is still under discussion and not finalized.
 
Observation 6: For AI/ML for positioning, RAN1 has not made sufficient progress on defining sub use cases to trigger RAN2 discussions, in particular with respect to signalling impact to the specifications.

Proposal 7: RAN2 to wait until RAN1 concludes current discussions at least before triggering discussions to identify signalling needs between different entities, e.g., UE and LMF.
5	Conclusion
In this contribution we have provided some initial thoughts on exploring the potential impact of the specific use cases and sub-use cases and the related AIML methods that are applicable to them. The document dealt with the sub use cases for CSI feedback enhancements, beam management aspects and the positioning accuracy enhancements. Although the discussions actively continue in RAN1, RAN2 can aim to focus its contributions based on the following observations and proposals.
The observations are listed below:
Observation 1: The sub use case CSI prediction is so far limited to basic UE sided channel prediction methods. Based on expected performance gains this sub use case still has to be confirmed (by RAN1) to be part of the NR SI AI/ML for the air interface. 
Observation 2: AI/ML for beam management may require supporting up to two variants of beam prediction each potentially requiring additional signalling support: 1) AI/ML for spatial-domain beam prediction and 2) AI/ML for time-domain prediction.
Observation 3: For model training, AI/ML for beam management impacts signalling and/or configuration of measurement reports for training data collection, e.g., signalling aspects related to any assistance information and reference signal configurations. 
Observation 4: For model inference, AI/ML for beam management impacts signalling and or configuration of UE reporting, UE measurements, e.g., new beam measurement and/or beam reporting, enhancing the signalling for measurement configurations and triggering of those measurements.
Observation 5: For model monitoring, AI/ML for beam management may require measurement report extensions (or separate messages) for collecting performance metrics or benchmarks and signalling of AI/ML assistance information related to monitoring the AI/ML model.
Observation 6: For AI/ML for positioning, RAN1 has not made sufficient progress on defining sub use cases to trigger RAN2 discussions, in particular with respect to signalling impact to the specifications.
The proposals are listed below:
Proposal 1: For AI/ML-based CSI compression, RAN2 should study the signalling support for data collection, performance monitoring, model activation/de-activation/selection/switching.
Proposal 2: RAN2 to consider signalling support for the most basic (or essential) RAN1 features needed for UE sided channel prediction like configuring CSI RSs at least during the observation time, aligning the best fitting prediction time between gNB and UE, etc.
Proposal 3: For AI/ML based beam management, RAN2 assesses signalling impacts and/or configuration for measurement reports for training data collection, e.g., signalling aspects related to assistance information and reference signal configurations. 
Proposal 4: For AI/ML based beam management, RAN2 assesses signalling impacts and or configuration of UE reporting, UE measurements, e.g., new beam measurement and/or beam reporting, enhancing signalling for measurement configurations and triggering of those measurements.
Proposal 5: For AI/ML based beam management, RAN2 should study the need for measurement report extensions (or separate messages) for collecting performance metrics or benchmarks and signalling of AI/ML assistance information related to monitoring the AI/ML model.
Proposal 6: RAN2 aims to study signalling aspects in AI/ML for positioning by focusing on essential extensions to the positioning protocols (LPP and NRPPa).
Proposal 7: RAN2 to wait until RAN1 concludes current discussions at least before triggering discussions to identify signalling needs between different entities, e.g., UE and LMF.
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