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1 Introduction
In [1] there is an ongoing study in RAN1 to explore the benefits of augmenting the air-interface with features enabling improved support of AI/ML based algorithms for enhanced performance and/or reduced complexity/overhead. The result of the study will be documented in [2]. Enhanced performance here depends on use cases under consideration and could be, e.g., improved throughput, robustness, accuracy or reliability, etc. initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions

For the use cases under consideration, the following is required of RAN2.

	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition




In this contribution we make an initial assessment of the AIML methods that are expected to applicable to the study from a RAN2 perspective and their expected or potential architecture (for example the allocation of functionality to entities) along with other framework aspects.
2	Potential architectural aspects of the AIML framework
2.1	Collaboration levels
	Agreement [RAN1#109-e]
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



Given the agreement on the different levels, Level x implies No collaboration, i.e., implementation-based only AI/ML algorithms without information exchange (no RAN2 signalling impacts). However, the Level x based solutions may not meet some legacy RAN4/5 requirements, and this may need further discussion in those respective WGs. 
While Level x based solutions cater to some use cases, other use cases may demand various levels of UE/gNB collaboration targeting at separate or joint ML operation, for example in a one-sided or two-sided ML model where the ML model function resides in either the UE or the gNB and requires some communication from the other end. This may allow the overall network to achieve better performance or enable solutions for use cases that are impossible to resolve without collaboration. These provide motivation for introducing ML-related network-UE collaboration (Levels y and z) [3].

Observation 1: Signaling-based collaboration for ML-enabled solutions enables better performance or allows use cases that are impossible to solve without collaboration.

However, collaboration brings additional complexity to the system and requires standardization efforts. To justify a need for standardization, a collaboration-based ML-enabled solution (Level y) should demonstrate superior performance over both (if applicable) non-ML baseline and implementation-based ML (Level x) with respect to the agreed KPIs. Level z based collaboration involves “AI/ML model transfer” which is defined as the delivery of an AI/ML model over the air interface. In the realm of the RAN1 discussions it remains to be seen if the model delivery over the air interface needs to impact the 3GPP specification or not (i.e., if 3GPP interfaces are impacted or not). This will require RAN2 discussions to evaluate the overhead on the air interface, control plane capacity for model delivery for the collaboration levels.

Proposal 1: RAN2 adopts the RAN1 agreement on network-UE collaboration levels (Level x, y and z).

Figure 1 and Figure 2 provide high-level details of the possible collaboration options to be captured in the specifications. Depending on the use case, collaborating entities (i.e., UE, gNB) may use interfaces or host some of the functions captured in those figures.
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[bookmark: _Ref99969269]Figure 1: ML-enabled function collaboration options (except RL)
1. Data collection from UE or gNB for the training of ML model or/and inference. The data collection can be controlled via RRC (e.g., the data collection control message could specify triggers, volume, periodicity, criteria, filtering, storage, formats, validation, etc.). 
· NOTE: For the two-sided model the inference output of one entity (e.g., UE) also could be communicated via data collection interface if it is used as inference input at another entity (e.g., gNB)
2. One entity (e.g., gNB) can share, configure or control the ML model or ML-enabled function in another entity (e.g., UE), and the feedback from either side can be collected. 
3. Assistance information may include any data that support ML but is not used for training or inference. E.g., UE may indicate to gNB that some function is driven by ML or inform about the selected ML model.
4. One entity (e.g., gNB) may run ML and may impact an ML-enabled function at another entity (e.g., UE) via providing inference output. 

For reinforcement learning, the collaboration options may be slightly different (Figure 2).
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[bookmark: _Ref99969271]Figure 2: RL-enabled function collaboration options
1. ML configuration and initial exploration to configure the main functions and initialize the RL-based model.
2. Data collection (run-time)
· The data collection can be controlled via RRC (e.g., a data collection control message could specify triggers, volume, periodicity, criteria, filtering, storage, formats, validation, etc.). 
· Different nodes might use a different source of the data, e.g., UE can use local measurements
· The data collection-exploration-exploitation functions need to be run in a continuous loop. 
3. Exploration assistance information may include any data that support RL operation. E.g., multi-agent RL operation requires coordination of the exploration-inference operating modes.
4. One entity (e.g., gNB) that runs RL may impact an ML-enabled function at another entity (e.g., UE) via provided inference output.

NOTE: The collaboration options captured in Figure 1 and Figure 2 are not limited to UE-gNB collaboration and could also be applicable to collaboration between other entities, e.g., UE-UE (or UE-LMF for positioning case).
Proposal 2: Agree that RAN2 continues to investigate signalling impacts arising from both Level y and Level z collaboration levels focussing on limitations of signalling interfaces for controlling Level y and for model delivery for Level z.

Collaboration options proposed for different use cases may target the same signaling interfaces. Their mapping to the high-level schemes captured above helps crystalize and generalize the specification impact among different proposals.  
Signalling based collaboration may involve one or more of the following i.e., exchange of AI/ML capability of the underlying use-case, assistance information from UE to gNB for example to indicate changes to the environment supporting the ML operation, signalling hooks for data collection, monitoring the performance of the ML function and last but not the least some form of model management interface that allows in supervising the ML model, initiate configuration changes, activation and deactivation of the ML function. In most cases some form of error recovery mechanism needs to be also defined.

Proposal 3: Agree that signalling based collaboration includes signaling for ML model based inference (i.e., output) reporting, data collection, capability information, assistance information, performance monitoring and model management (activation, deactivation, configuration, error recovery or fallback to non-ML algorithm).  


2.2	Functional framework for AI/ML (a.k.a lifecycle management)
Lifecycle management (LCM) describes the functional framework of an AI/ML model i.e., how it is trained and deployed, as well as other activities carried out by the network or UE over the course of operation. This work is ongoing in RAN1.
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined.
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative.
Note: More aspects may be added as study progresses. 
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Figure 3: Functional framework draft for AI/ML over the air interface [R1-2209366]


Figure 3 shows the components involved in the functional framework. These are described below:
	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML model training
	A process to train an AI/ML model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML model for inference. 

	AI/ML model inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model management
	An AI/ML management entity responsible for model selection, activation, deactivation, switching, and fallback operation.



Proposal 4: RAN2 should follow life-cycle management principles that will be discussed (and agreed) in RAN1.


2.3	Additional protocol aspects
2.3.1	ML capability aspects
As a ML model is also a “software” component it requires processing resources on the UE and/or network. It seems rather natural that RAN2 must consider the need and implications for AI/ML processing capabilities definition. RAN2 needs to also factor the other capabilities described in the section 2.2 for data collection, training (online and offline) and inference (latency), model delivery and monitoring, error detection, recovery and/or fallback. In some cases, dynamic capability reporting may be required – e.g., using assistance information.
Proposal 5: RAN2 to consider reporting of UE’s ML capability.
2.3.2	Signalling overhead aspects
The ML-enabled solutions which, for the purpose of generalization, require frequent changes in the parameters (re-configurations), and/or switches between different ML models, to be signalled from the gNB, would lead to solution with potentially high signalling overhead. In cases when the required adaptation of the ML-enabled function is executed in the UE without involvement of the gNB and air-interface signaling, the procedures might still be time consuming, potentially beyond the time budget allowed to maintain a certain performance level.

Observation 2: For ML-enabled solutions purposes, the over-the-air signaling overhead and latency of an ML-enabled function can negatively bias the overall benefits of adopting the ML-enabled solution.

The delay budget (maximum allowed time) for the execution of the ML-enabled function (data collection, pre-processing, inference, post-processing, signaling) is a key parameter which influences the performance of the solution in the RAN1 and RAN2 context.

Proposal 6: RAN2 agrees to include an overhead analysis the signaling required for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post processing.

2.3.3	Interoperability aspects
As it was agreed earlier in RAN1, the difference between Level y and z is in model delivery over the air interface. In RAN1#110, companies shared initial views about details on how models can be delivered. In our opinion, it is important to distinguish proprietary models and models with standardized formats (open-format models). Some initial considerations on this are captured in [5]. The proprietary model assumes that the format of the model is proprietary. The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself. The metadata may include ID and some other details, e.g., target devices and function name. The metadata can be used for model management by third parties.
Enabling open-format models require specification work to make them interoperable among devices of different vendors (e.g., by UE and NW). One example of an open format for ML models is ONNX. Open-format models may support parameter updates and over-the-air training.
Proposal 7: RAN2 to wait for RAN1 to conclude if Level z collaboration implicitly implies an open-format model delivery.
2.3.4	Other aspects
The performance of ML-enabled functions (at gNBs or UEs) may degrade drastically in certain UE conditions (the performance drops in a certain context or negatively impact the performance of other UEs and gNBs). In the scope of the RAN1 ML solutions, especially for continual learning -based solutions, safeguards against overconfidence/ overreliance on the ML-enabled automation system must be established. To ensure certain level of efficiency, the Network should be able to monitor the performance of the ML-enabled function and, if required, deactivate the ML-enabled function (switch to non-ML fallback) [4].  

Proposal 8: RAN2 to allow signalling to activate/deactivate an ML-based function and to enable/disable  a non-ML fallback operating mode, in UEs and/or gNBs.
Several of the 3GPP air-interface functionalities can be enhanced/ driven by ML-based algorithms, combination of ML and non-ML (rule-based) algorithms, part of an ML-enabled function. The performance of the UE-side ML-enabled solutions which rely mostly on supervised learning depend on the specific radio conditions at the UE compared to the ‘generic’ radio conditions used to collect the training data for the ML model. Same is valid also for dual-sided ML-enabled solutions. The initially trained ML model can be considered a generic, or meta, ML model. To reduce the deployment overheads (signaling, energy, time) this meta-ML model can be designed to be applicable for a set of related sub-use cases e.g., beam management or positioning enhancement. Consequently, after deployment of the meta-ML model, this would need to be further refined based on the actual sub-use case and/ or radio conditions of any particular network element (UE and/or gNB), rendering the model task (e.g., spatial beam selection) and network element specific (e.g., UE), thus improving its performance compared to the initial meta model. The ML framework studied in 3GPP Release 18 should allow for dynamic selection and configuration of the ML-enabled functions available in the network elements, and the fine/re-tuning of the deployed ML models according to the task UE and/or gNB specific sub-use case and conditions. The ML model adjustments can be performed using the mechanism part of collaboration Level y or Level z. 
An ML-enabled function may be deployed for a given use case, and the underlying trained ML algorithm might need to be subsequently fine/re-tunned, via collaboration Level y or Level z, to be applicable to a UE and/or gNB in specific (set of) sub-use cases. Such procedures fall under the ML model adaptation and fine-tuning procedures. 
Proposal 9: RAN2 to allow the network to investigate the robustness of an ML-enabled function after deployment and assess the need for standardizing the procedures for triggering and/or controlling the ML model adaptation and fine-tuning after their deployment. 


3	Conclusion
In this contribution we have made an initial assessment of the AIML methods that are expected to be applicable to the study from a RAN2 perspective and their expected or potential architecture. We have also listed potential examples for the allocation of functionality to entities along with other framework aspects.
The following observations are made:
Observation 1: Signaling-based collaboration for ML-enabled solutions enables better performance or allows use cases that are impossible to solve without collaboration.
Observation 2: For ML-enabled solutions purposes, the over-the-air signaling overhead and latency of an ML-enabled function can negatively bias the overall benefits of adopting the ML-enabled solution.
The following proposals are made:
Proposal 1: RAN2 adopts the RAN1 agreement on network-UE collaboration levels (Level x, y and z).
Proposal 2: Agree that RAN2 continues to investigate signalling impacts arising from both Level y and Level z collaboration levels focussing on limitations of signalling interfaces for controlling Level y and for model delivery for Level z.
Proposal 3: Agree that signalling based collaboration includes signaling for ML model based inference (i.e., output) reporting, data collection, capability information, assistance information, performance monitoring and model management (activation, deactivation, configuration, error recovery or fallback to non-ML algorithm).  
Proposal 4: RAN2 should follow life-cycle management principles that will be discussed (and agreed) in RAN1.
Proposal 5: RAN2 to consider reporting of UE’s ML capability.
Proposal 6: RAN2 agrees to include an overhead analysis the signaling required for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post processing.
Proposal 7: RAN2 to wait for RAN1 to conclude if Level z collaboration implicitly implies an open-format model delivery.
Proposal 8: RAN2 to allow signalling to activate/deactivate an ML-based function and to enable/disable  a non-ML fallback operating mode, in UEs and/or gNBs.
Proposal 9: RAN2 to allow the network to investigate the robustness of an ML-enabled function after deployment and assess the need for standardizing the procedures for triggering and/or controlling the ML model adaptation and fine-tuning after their deployment.
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5	Working list of terminologies (defined by RAN1)
Table 1: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non-real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function
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