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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction 
RANP agreed a new SID [1] with following objectives: 
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate




In this contribution, we provide our views on common AI/ML framework.
2. Discussion
We discuss about potential issues in the common AI/ML framework. We raise three issues to introduce AI/ML models in the air interface.

<Network-UE collaboration levels>
In the RAN1#109-e meeting, network-UE collaboration levels were agreed. One of the issues is who and how to train the AI/ML model. We show examples in figure 1. Considering applying AI/ML models to the transmitter and receiver, which is two-sided AI/ML model, there would be two types of training, one is a no-collaboration scenario, and the other is a collaboration scenario between the transmitter and receiver. 
For the without-collaboration scenario, the network and UE train their AI/ML models using their own implementation (Level x). This scenario doesn’t consider any signalling and AI/ML model transfer, therefore there are only implementation issues.
For the with-collaboration scenario, the network and UE train their AI/ML models using some signalling information, training data or use transferred trained AI/ML models (Level y&z). This scenario has some specification impact to introduce the collaboration, so RAN2 should mainly study this scenario to identify issues and solutions for transmitter and receiver collaboration.

   
Figure 1: Collaboration for AI/ML training between network and UE 
Proposal 1: RAN2 should prioritise the study of collaboration scenarios between transmitter and receiver to identify issues and solutions.
Considering collaboration scenarios with two-sided AI/ML model, there are three types of scenarios. We show examples in figure 2. One scenario entails the AI/ML model being trained by the network only (Type 1), the second scenario entails the AI/ML model being trained by the UE only (Type 2), and the final scenario is one where the AI/ML model is trained by both of network and UE with/without AI/ML model transfer (Type 3).
The first (Type 1) and second (Type 2) scenarios entail to training the AI/ML model by one side. Because these AI/ML models need to be deployed to encode or decode at both of the side, these scenarios need to transfer the trained AI/ML model to the other side. The third scenario entails training the AI/ML model at both of the sides, so providing training data and some signalling for AI/ML model management would be needed. In addition, AI/ML model transfer also can be applied for this scenario. In these scenarios, the issue is to study what signalling information would be needed for training and how to transfer the AI/ML model.

  
Figure 2: Collaboration scenarios for AI/ML training 
Proposal 2: RAN2 should study what signalling information would be needed for training and how to transfer an AI/ML model.

<How to keep AI/ML model valid and update process>
After training and deployment of an AI/ML model at both of the network and UE, the AI/ML model should be kept valid for reliable communication. If the deployed AI/ML model becomes invalid due to the passage of time or due to changes in the channel environment, the result decoded by the AI/ML model would not be reliable. In this case, the AI/ML model needs to be updated at the network and UE.
In last meeting, RAN1 agreed to study some aspects of life cycle management. To keep the AI/ML model valid, firstly the network or UE needs to monitor whether the AI/ML model is valid or not. For example, if the network fails to decode uplink data which is encoded using the AI/ML model, the network needs to ascertain whether the AI/ML model is valid or not. If the result of verification is that the model is invalid, the network also needs to indicate to the UE that the model is invalid and then AI/ML model update process should be started. This is one example of this issue. In another example where different AI/ML models are trained for different areas of interest, when the UE changes location and moves into different areas of interest, the network can assist the UE to switch AI/ML models. The areas of interest can be identified by the location of the UE or by the TX beam measurement report. Based on this information the network can change the AI/ML model at the UE side by either downloading a new AI/ML to the UE or by control signalling to trigger changes of AI/ML models that are previously loaded at the UE. 
If network side monitor AI/ML model performance, network would need to require some information for monitoring from UE side, e.g. row channel information, measured beam ID and UE position. Then, Network side check current AI/ML model performance is good or not compared between predicted information which is output of AI/ML model and correct information which is provided from UE side. In this case, RAN2 should consider when and how the information for AI/ML model monitoring is provided. 
Proposal 3:  RAN2 should consider when and how the information for AI/ML model monitoring is provided from network-side or UE-side.

<How to switch between AI/ML model signal processing and conventional signal processing>
As last meeting agreed to study model switching and fallback operation in life cycle management, how to switch between the AI/ML model-based signal processing and conventional signal processing is one of the issues that needs to be addressed. If the AI/ML model is always a valid model, the switching mechanism might not be needed. However, we think the AI/ML model sometimes becomes an invalid model due to the passage of time or due to changes in the channel environment. When the AI/ML model is invalid, the AI/ML model needs to be updated and during this period, the AI/ML model signal processing cannot be applied. In this case, a fallback mechanism of using conventional signal processing would be needed. 
[bookmark: _Hlk115281264]Considering the switching mechanism, at least, RAN2 needs to study what trigger and signalling could be needed. For example, when UE should switch between AI/ML model and conventional signal processing, UE would need to know some trigger of switching. This trigger at least includes two types of triggers, one is a semi-static trigger and another one is a dynamic trigger. Semi-static trigger is configured some trigger events by gNB in advance. UE measures the trigger event and decide whether to switch or not. Dynamic trigger is indicated to change by gNB dynamically. If UE receive the indication, UE switch between AI/ML model and conventional signal processing. 


Figure 3: Switching between AI/ML based signal processing and conventional signal processing
Proposal 4: RAN2 should study what trigger and signalling could be needed for model switching.
3. Conclusion
We propose RAN2 to discuss the following observations and agree on the following proposal:

Proposal 1: RAN2 should prioritise the study of collaboration scenarios between transmitter and receiver to identify issues and solutions
Proposal 2: RAN2 should study what signalling information would be needed for training and how to transfer an AI/ML model.
Proposal 3:  RAN2 should consider when and how the information for AI/ML model monitoring is provided from network-side or UE-side.
Proposal 4: RAN2 should study what trigger and signalling could be needed for model switching.
4. References
[bookmark: _Toc4419349] [1]	RP-213599, Qualcomm (Moderator), “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface,” RAN #94e, Dec. 2021
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