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1. Introduction

Currently, the sender will discard a PDU if its delay budget or maximum transmission times is exceeded. Discarding those unnecessary PDUs can effectively save the air interface resources. As it happens, capacity improvement is an important study direction of the R18 XR topic [1]. 
In this document, we will discuss whether the existing PDU discard mechanism is sufficient for the XR traffic. But before we get into the discussion part, we would like to highlight that XR traffic has some new features compared with the traditional traffics [2], including:

1. Multiple PDUs jointly carry the information of a video frame/slice, these PDUs compose a PDU set. The receiver can restore the complete information when it has received a certain number of PDUs in the PDU set through the application layer FEC [3].
2. Each PDU set has a PDU set level delay requirement, indicated by the PSDB (PDU set delay budget).
3. There may be dependencies between different PDU sets. If a PDU set transmission fails, other PDU sets dependent on it may not be decodable even if these PDU sets have been received successfully.

2. Discussion
Note that there is no normative definition for PSDB so far, but if we refer to the definition of PDB (see the below text quoted from sub-clause 5.7.3.4 of TS 23.501) we learn that the so-called delay budget in fact defines an upper bound of time that it may take to deliver the packet from the sender to the receiver. From the perspective of a single packet, a packet will be regarded as lost if it is using the delay-critical resource type and has been delayed more than PDB. 
	The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the N6 termination point at the UPF. The PDB applies to the DL packet received by the UPF over the N6 interface, and to the UL packet sent by the UE. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). For GBR QoS Flows using the Delay-critical resource type, a packet delayed more than PDB is counted as lost if the data burst is not exceeding the MDBV within the period of PDB and the QoS Flow is not exceeding the GFBR. For GBR QoS Flows with GBR resource type not exceeding GFBR, 98 percent of the packets shall not experience a delay exceeding the 5QI's PDB. [quoted from sub-clause 5.7.3.4 of TS 23.501]


We can similarly infer that there will be delay-critical PDU sets which can be regarded as lost when they are delayed more than the PSDB. The sender can discard such delay-critical PDU set if it has been delayed more than the PSDB. Such behavior is beneficial for system capacity and UE power consumption and we propose to indicate this to SA2.

Proposal 1: Indicate to SA2 that it is beneficial for the gNB and the UE to know whether a certain PDU set should be discarded in case it exceeds its PSDB. 
Proposal 2: For both UL and DL, the sender discards the PDU set if the PDU set is indicated as delay-critical and has been delayed more than the PSDB.
For DL, how to control the PDU set level discard when the PSDB is exceeded is a network implementation issue and there is no need for specification work here in our opinion.
Proposal 3: For DL, how to control the PDU set discard when the associated PSDB is exceeded is up to the network implementation.
As explained in section 1, packets of a PDU set belong to a single video frame/slice, so they are generated simultaneously or within a very short time duration. Hence for UL, the transmitting PDCP entity is expected to receive the packets of a PDU set from upper layers almost at the same time. As we know, the transmitting PDCP entity will start the discardTimer for each received packet. If we set the discardTimer associated to the packets of a PDU set to the value of PSDB, then the delay budget for each PDU will be exhausted almost at the same time. Consequently, all PDUs of the PDU set will be discarded when the PSDB is exceeded.
Observation 1: For UL, the time spread of PDUs within a PDU set is negligible, the delay budget for each PDU will be exhausted almost at the same time.

Proposal 4: For UL, the current PDCP discardTimer is sufficient to control the PDU set discard when the associated PSDB is exceeded.

In theory, if a transmission of one of the PDU sets fails, the sender could also discard further PDU sets if they cannot be decoded any more. However, the PDU Set dependency is still under study in SA2, as there are some difficulties for UPF to detect and provide the PDU set dependency information. Hence, we suggest RAN2 not to discuss the PDU set discard based on PDU set dependency until SA2 confirms its feasibility.
Observation 2: RAN2 waits for SA2 to confirm the feasibility of PDU set discard based on PDU set dependency.

In addition to the PDU set level discard discussed above, the sender can also discard partial PDUs in a PDU set since not all PDUs are required due to FEC, see the following text quoted from SA4’s LS. 
Typically, N >= K packets are sent, carrying an FEC source or repair symbols. Typically, the decoder requires only any K or only a small amount more than K packet of the N packets to recover the source packets. [quoted from SA4’s LS S4-220505]

The SA4’s statement in fact has two meanings. On one hand, if the receiver has successfully received K packets, then the remaining N-K packets are redundant for the decoder. On the other hand, if the transmission of more than K packets failed, then the remaining packets are useless for the decoder as the PDU set cannot be decoded anyway. 
Observation 3: In case the sender knows the receiver has received sufficient PDUs to decode a PDU set or a PDU set has no chance of being decoded because too many PDUs were lost already, the sender can discard the remaining PDUs of the PDU set to save the air interface resources.
In order to support the unnecessary PDU discard, the minimum required PDUs for decoding (in number or percentage) and the maximum number/percentage of lost PDUs that can be tolerated should be provided to the sender. Considering the decoding is an application layer operation, only the application layer/AF knows this information. And if the minimum required number of PDUs and the maximum tolerated number of lost PDUs is described as a percentage of PDUs within a PDU set, such numbers should have relatively static values, so can be provided as QoS parameters or configuration parameters from CN.
Proposal 5: The information about minimum required PDUs for decoding and/or the maximum lost PDUs that can be tolerated should be provided from CN to the gNB (for DL) and the UE (for UL).
Furthermore, the sender also needs to know when sufficient number of the PDUs have been received by the receiver or the maximum tolerated lost PDUs has been exceeded, so that it may decide to skip the transmission of the remaining PDUs of the PDU set. Generally, there are two ways:

· Sender controlled way as shown in Figure 1 where the sender maintains the PDU set & member PDUs relationship. Based on the receiver's status report, the sender knows whether the receiver has received sufficient PDUs of the PDU set or the PDU set has no hope to be decoded because too many PDUs were lost. If so, the sender can skip the current PDU set's transmission and continue to process the next PDU set;

· Receiver controlled way as shown in Figure 2 where the receiver is aware of the PDU set & member PDUs relationship by obtaining it from, e.g. the sender, through AF configuration or by CN signaling and where the receiver monitors its own reception status. When the receiver has received sufficient PDUs of the PDU set or too many PDUs of the PDU set have been lost, the receiver indicates the sender to stop transmitting the current PDU set;
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Figure 1: Sender-controlled mechanism
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Figure 2: Receiver-controlled mechanism
In our opinion, the sender-controlled mechanism is preferred for the following reasons:

1) Since the PDU set & member PDUs relationship is dynamic (e.g. each PDU set may consist of a different number of PDUs), it is not possible for the receiver to obtain this information through AF configuration or CN signaling. The most relevant way seems to be by appending, e.g. PDU SN and/or PDU set SN into PDU header sent from the sender, which will significantly increase the air interface overhead. One of the objectives of this study is to improve system capacity for XR traffic, so such behavior would be against the goal of the RAN2 work;
2) For XR, not all traffic is based on PDU sets, e.g. audio streams may not apply this concept, similarly as pose/control traffic. Furthermore, in addition to XR, the UE will be simultaneously used to exchange data for non-XR services. By using the PDU header to carry the PDU set information, the sender and the receiver need to implement two PDU header encapsulation and decapsulation methods, one for non-PDU set based traffic and the other one for PDU set based traffic, which will make the implementation much more complicated;
3) The current PDU SN (for example the PDCP SN) is not just a sequence number. It is in fact directly associated to the transmission buffer as there is a relationship between the PDCP SN and the transmission buffer (i.e., PDCP SN=TX_NEXT modulo (0, 2[PDCP-SN-sizeUL]-1)) as shown in Figure 3. Supposing that the PDCP header is used to carry the PDU set information, e.g. PDU set SN and PDU SN within PDU set, then in case we reuse PDCP SN for Tx buffer control the receiver will not always be able to determine to which PDU set the lost PDUs belonged, e.g. in case the previous successfully decoded PDU belonged to PDU set X and the next successfully received PDU belongs to PDU set X+1, then the receiver does not know whether the lost PDUs belonged to PDU set X or PDU set X+1. This could be addressed by changing the current linear buffer structure into the two-layer buffer structure, as presented in Figure 3. In this case PDU set SNs could be used for the Tx buffer control and for status reporting, but this would have a very significant impact on the protocol design. 
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Figure 3: PDU SN and the transmission buffer

As can be seen, compared to the receiver controlled way, the sender controlled approach is much simpler with significantly less impact to the current protocol design and operation.

Proposal 6: A status report sent from the receiver to the sender can be used by the sender to determine whether the remaining PDUs of the PDU set can be discarded (e.g. when the receiver has received sufficient number of PDUs or when a PDU set has no chance of being decoded because too many PDUs were lost already).
3. Conclusion

In this contribution, we have discussed whether the existing PDU discard mechanism is sufficient to the XR traffic and made the following observations and proposals:
Observation 1: For UL, the time spread of PDUs within a PDU set is negligible, the delay budget for each PDU will be exhausted almost at the same time.

Observation 2: RAN2 waits for SA2 to confirm the feasibility of PDU set discard based on PDU set dependency.

Observation 3: In case the sender knows the receiver has received sufficient PDUs to decode a PDU set or a PDU set has no chance of being decoded because too many PDUs were lost already, the sender can discard the remaining PDUs of the PDU set to save the air interface resources.

Proposal 1: Indicate to SA2 that it is beneficial for the gNB and the UE to know whether a certain PDU set should be discarded in case it exceeds its PSDB. 
Proposal 2: For both UL and DL, the sender discards the PDU set if the PDU set is indicated as delay-critical and has been delayed more than the PSDB.
Proposal 3: For DL, how to control the PDU set discard when the associated PSDB is exceeded is up to the network implementation.
Proposal 4: For UL, the current PDCP discardTimer is sufficient to control the PDU set discard when the associated PSDB is exceeded.

Proposal 5: The information about minimum required PDUs for decoding and/or the maximum lost PDUs that can be tolerated should be provided from CN to the gNB (for DL) and the UE (for UL).

Proposal 6: A status report sent from the receiver to the sender can be used by the sender to determine whether the remaining PDUs of the PDU set can be discarded (e.g. when the receiver has received sufficient number of PDUs or when a PDU set has no chance of being decoded because too many PDUs were lost already).
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