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1 Introduction
In RAN#95-e, the SID for Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air is updated in RP-221348 [1]. The RAN2 related objective is highlighted as below. 
	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this contribution, we discuss potential impacts use case specific aspects for AI/ML for NR air interface.
2 Discussion
[bookmark: _GoBack]RAN1 studied three use cases (i.e. CSI feedback enhancement, beam management, positioning accuracy enhancements) and potential sub-use cases in RAN1#109-e and RAN1#110. In this contribution, we share the RAN1 agreements on the use cases, and further analysis on the potential RAN2 impacts (e.g. the mapping of AI functionality to network entity) per use case.
2.1 CSI feedback enhancement
During RAN1 discussion, RAN1 has agreed that spatial-frequency domain CSI compression using two-sided AI/ML model is selected as one representative sub-use case, and there are some other sub-use cases which have been discussed, e.g. CSI prediction using one-sided model. In addition, some sub-use cases have been excluded by RAN1, e.g. CSI-RS configuration and overhead reduction, resource allocation and scheduling.
Observation 1: Spatial-frequency domain CSI compression using two-sided AI/ML model is selected by RAN1 as one representative sub use case.
Therefore, RAN2 can use CSI compression sub-use case as starting point, and discuss the potential impacts on RAN2. In addition, the discussion on other sub-use cases can wait for RAN1’s progress. 
Proposal 1: RAN2 firstly discuss the potential spec impacts in spatial-frequency domain CSI compression using two-sided AI/ML model sub-use case, and the discussion on other sub-use cases can wait for RAN1’s progress.
In CSI compression using two-sided AI/ML model use case, RAN1 agreed to further study the following AI/ML model training collaborations (joint or separate training).
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


For Type 1, the two-sided AI/ML model which includes a CSI generation part and a CSI reconstruction part is trained at network, and then the trained UE-side CSI generation part is transferred from network to UE, or the model is trained at UE and then the trained network-side CSI reconstruction part is transferred from UE to network. The model transfer via air interface is needed for Type 1.  
For Type 2, the UE-side CSI generation part is trained at UE and the network-side CSI reconstruction part is trained at network at the same time. During the training procedure, the model transfer via air interface is not needed, but some information (the FP information (e.g., the compressed CSI) and the BP information (e.g., the gradients information)) is required to be exchanged between network and UE.
For Type 3, the two-sided AI/ML model is trained at network, then the network sends the dataset which includes input and output to the UE. After that, the UE trains a UE-side CSI generation part using the dataset. The UE-side CSI generation part and the network-side reconstruction part are designed and trained by the UE and network separately. Compared with joint training, there may be the issue of sub-optimal performance and signaling overhead due to dataset transmission.
Based on the above analysis, each type has some impacts on signaling procedure between UE and network, and which training type is adopted is up to RAN1 discussion. Then RAN2 can further discuss the impacts on signaling procedure based on RAN1’s agreements. 
Proposal 2: RAN2 can wait for RAN1 progress on the model training type for further discussion.
For Life Cycle Management, RAN2 can start from where the AI functionality resides, including data collection, model training, model inference, etc. In CSI compression using two-sided AI/ML model use case, it is obvious that the CSI generation part resides UE side and CSI reconstruction part resides network side for model inference. But for data collection and model training, where the AI functionality resides is up to which entity to perform the function, e.g. server or gNB.
Proposal 3: RAN2 to discuss where the AI functionality resides, including data collection, model training, model inference, etc. in CSI compression using two-sided model use case.
On the other hand, RAN1 discussed CSI report enhancement which may have some impacts on RAN2, e.g. RRC configuration or MAC procedure. RAN2 can wait for RAN1’s progress for further discussion.
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination


Proposal 4: RAN2 waits for RAN1’s progress on CSI report for further discussion.

2.2 Beam management
RAN1 studied sub-use cases for AI/ML-based beam management and agreed to support BM-Case1 and BM-Case2. The following agreements have been achieved:
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement 
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.
Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded


Based on the above RAN1 agreements, the model type for AI/ML-based beam management should be one-sided model. For one-sided model, the AI/ML model training and inference are both performed at the gNB side or UE side, or the model training is performed at gNB side and then gNB transfers the model to the UE, or vice versa.
Observation 2: The model type of beam management (including BM-Case1 and BM-Case2) is one-sided model.
For Life Cycle Management, RAN2 can can start from where the AI functionality resides, including data collection, model training, model inference, etc. in beam management use case. For example, the data collection and model training can reside in server or gNB or UE, the model inference can reside in gNB or UE.
Proposal 5: RAN2 to discuss where the AI functionality resides, including data collection, model training, model inference, etc. in beam management use case.
According to RAN1 agreements, the enhancements on new configurations or UE reporting or UE measurement, new signaling for measurement configuration/triggering, assistance information can be further studied to facilitate the AI/ML model inference. From RAN2 perspective, the relevant signaling procedure can be further discussed.
Proposal 6: RAN2 to study the signaling procedure for beam management, such as measurement configuration/triggering, UE reporting, etc.

2.3 Positioning accuracy enhancements
RAN1 studied AI/ML-based positioning accuracy enhancement and achieved the following agreements on AI/ML based positioning methods, model training, model monitoring/update, model inference. For the direct AI/ML positioning, the output of AI/ML model inference is UE location, and for AI/ML assisted positioning, the output of AI/ML model inference is new measurement and/or enhancement of existing measurement.
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results
Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded
Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 



Based on the RAN1 discussion, one-sided model similar to which used in beam management use case is also applied to positioning accuracy enhancements use case. 
Observation 3: One-sided model is applied to positioning accuracy enhancements use case.
For Life Cycle Management, RAN2 can start form where the AI functionality resides, including data collection, model training, model inference, etc. in positioning accuracy enhancements use case. For example, the data collection and model training can reside in server or LMF, the model inference can reside in LMF or UE or gNB.
Proposal 7: RAN2 to discuss where the AI functionality resides, including data collection, model training, model inference, etc. in positioning accuracy enhancements use case.

3	Conclusion
Here are the observations and proposals for use case specific aspects for AI/ML for NR air interface.
Observation 1: Spatial-frequency domain CSI compression using two-sided AI/ML model is selected by RAN1 as one representative sub use case.
Proposal 1: RAN2 can firstly discuss the potential spec impacts in spatial-frequency domain CSI compression using two-sided AI/ML model sub-use case, and the discussion on other sub-use cases can wait for RAN1’s progress.
Proposal 2: RAN2 can wait for RAN1 progress on the model training type for further discussion.
Proposal 3: RAN2 to discuss where the AI functionality resides, including data collection, model training, model inference, etc. in CSI compression using two-sided model use case.
Proposal 4: RAN2 waits for RAN1’s progress on CSI report for further discussion.
Observation 2: The model type of beam management (including BM-Case1 and BM-Case2) is one-sided model.
Proposal 5: RAN2 to discuss where the AI functionality resides, including data collection, model training, model inference, etc. in beam management use case.
Proposal 6: RAN2 to study the signaling procedure for beam management, such as measurement configuration/triggering, UE reporting, etc.
Observation 3: One-sided model is applied to positioning accuracy enhancements use case.
Proposal 7: RAN2 to discuss where the AI functionality resides, including data collection, model training, model inference, etc. in positioning accuracy enhancements use case.
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