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1 Introduction
Rel-18 WID FS_NR_AIML_air attracts lots of attention and the related discussion has been firstly discussed in RAN1. With some progress has made in RAN3 and RAN1, it is time for RAN2 to start the discussion on the related objectives. The parts of the objectives are given as below:

	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:

· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 

· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating

· Dataset(s) for training, validation, testing, and inference 

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces

· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate
For the use cases under consideration:

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:

· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 

· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 

· Collaboration level specific specification impact per use case 
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.

Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this paper, we will discuss the common framework to support Air AI firstly, and then we will discuss the expected AIML methods under the framework and analyse the impact on RAN2.
2 Discussion
2.1 The common framework to support Air AI
The knowledge of general principles (like AI/ML model itself belongs to implementation and is out of 3GPP scope) and some AI/ML related terminologies (e.g., AI/ML definition) can be referred to achieved agreements in RAN3 (e.g., TR 37.817) and RAN1. Here we mainly focus on the common framework to support Air AI.
In fact, Rel-17 RAN3 had discussed a lot for the framework:
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Figure 1. Functional Framework for RAN Intelligence

We need Data collection function to obtain the input for model training and model inference. 

Model training function generates and tests the AIML model using the data from data collection function. Model training function is also responsible for model update. And in order to support model training, the located node should have enough compute capacity and power, e.g., located in gNB. 

Model inference generates the output result using the AIML model transferred from model training function and the data from data collection function. 
Actor function takes actions according to the output from model inference function. The performance of communication system will be influenced and those influence will be reflected on some performance metrics and then those metrics will be used as feedback and be collected by data collection to update the AI/ML model.
From our view, the basic functions that make AIML model work have been captured in the framework. We suggest to follow the above framework as a starting point. And some changes will be added if identified necessary.

Proposal 1: RAN2 follows the common functional framework agreed by RAN3 as a starting point for Air AI.
2.2 The AIML methods that are expected to be applicable and its impact
From our perspective, data collection function is the foundation of other functions like model training and model inference. And in fact, the data that needs to be collected for different use cases may overlap, e.g., the measurement of RSRP may be input for CSI feedback and position improvement. And we should also note that some data is already collected by existing report. 

Thus, some candidate solutions can be considered to support data collection function:

· Option 1: Newly design a common procedure for data collection. In this way, the data collection procedure will be applied for all AIML related use cases. Also the procedure can be enhanced to collect use case specific data.
· Option 2: Enhancement to existing RRM measurement report mechanism. The configuration including report trigger condition may change and needs further discussion.
Proposal 2：RAN2 needs to consider the mechanism to support data collection. And whether design a new common procedure or do enhancement to existing mechanism (e.g. RRM measurement) needs further discussion.
Considering model training and model inference function for Air AI
, the cooperation between g-NB and UE needs to be discussed. The ideal case is that both gNB and UE can solely perform model training and model inference function. 
But in fact, compared with gNB, UE usually has limited compute capacity and is more sensitive to power consumption. And also the data from UE is private. There exists considerations for data protection and privacy leakage. Thus, UE may be more suitable to perform model inference and/or performs parts of model training like federated learning. 
For the cases where the model needs to be trained with the cooperation of network and UE or the cases where the model inference function needs to be consistent between network and UE and other cases, it is better for network and UE to know the capacity of each other. Especially considering the compute resources and available battery capacity are changing for UE.
Proposal 3: RAN2 considers the capacity indication between gNB and UE for model training and model inference.

In general cases, when model is generated by model training function, it should be delivered to model inference function. However, the entity locates model training function and the entity locates model inference function may not in the same node. For example, model training function is in gNB but model inference function is in UE. So in this case, the model needs to be transferred over Uu. 
But considering the huge size of AIML model which may not be appropriate to be transferred over Uu. RAN1 had discussed three types of collaboration level for model training and model inference:

1.
Level x: No collaboration

2.
Level y: Signaling-based collaboration without model transfer

3.
Level z: Signaling-based collaboration with model transfer
For Level x, there is no collaboration between network and UE, the model training and model inference is executed solely in one node. 

For Level y, there are no model transfer, the model may be trained/inferenced between gNB and UE in a sequential way or the model will be trained at gNB and UE respectively. For a simple example, the model will be trained twice. Though model doesn’t need to be transferred, lots of immediate data is exchanged. The overhead to Uu and privacy leakage still need to be carefully handled.
For Level z, the model is transferred between gNB and UE. In this case, RAN2 needs to consider the procedure for model transfer. The model should be transferred via control plane or via user plane or other ways need further discussion. 

Proposal 4: For Level z, RAN2 needs to consider the procedure for model transfer, and the model should be transferred via control plane or via user plane or in other ways which needs further discussion.

When performing model transfer or model sharing, there may exist the case where the format of the model is unrecognized by receiving node. For example, sending node transmits the model with the format of Pytorch, however the receiving node can only support Keras and thus the received model cannot be used. 
One solution is to add the support model formats to capacity indication and exchange between nodes. 
Another solution which attracts attention is to define a unified model format, like ONNX or newly designed format by 3GPP itself. The latter solution is being discussed in SA2. We can wait for their progress firstly.
Proposal 5: RAN2 waits for SA2 progress on unified model format and can cooperate if necessary.

The generalization of AIML model is always the focus of study. Here, we assume that AIML model outperforms than traditional method in some cases. The issue of generalization is to say that its performance will degrade rapidly and even lower than traditional method in some situation.
Thus, how to perform model life cycle management is important. Network/UE needs to monitor the performance of model and access the pattern of situation, so that it can perform model update e.g., pick up a more suitable model from prepared models repository or fallback to use legacy mechanism. 

Proposal 6: RAN2 should support model monitor to handle AIML model generalization. 
According to above analysis for model lifecycle management, RAN2 should consider the condition or event to trigger model update or model selection or fallback, in order to provide a satisfied network performance. Those condition or event may use case specific which needs further study. 
And if above case is happened in gNB, it could be the gNB implementation to do model selection or fallback. But if it happens in UE, those monitoring parameters including condition or events should be indicated to UE. 

Proposal 7: RAN2 should consider to indicate the related model monitor parameters to UE.
What’s more, if there is no suitable AIML model for UE to reselect and UE cannot fallback to legacy method either, or UE cannot decide what kind of model should be used, UE may need to do model update with the help of network, i.e., network-assisted model update. For example, after receiving the notification from UE, network can aware of the awkward situation of UE and may delivery the required model info to UE.
Proposal 8: RAN2 should consider the procedure of network-assisted model update for UE.

To keep a consistent understanding of the latest applied models between gNB and UE, especially when model update or fallback happens and is performed by UE or gNB itself, the model update notification should be considered. For example, the gNB can indicate UE that the used AIML model has been changed so that the related data collection configuration may be updated accordingly. From our side, it is meaningful to have a further discussion on the content of the notification.
Proposal 9: RAN2 should consider the notification between gNB and UE in case model update is performed by gNB or UE itself. 
3 Conclusion

In this contribution we discussed the common framework for Air AI and analyzed the impact of some AIML method on RAN2, and made the following proposals:
Proposal 1: RAN2 follows the common functional framework agreed by RAN3 as a starting point for Air AI.
Proposal 2：RAN2 needs to consider the mechanism to support data collection. And whether design a new common procedure or do enhancement to existing mechanism (e.g. RRM measurement) needs further discussion.

Proposal 3: RAN2 considers the capacity indication between gNB and UE for model training and model inference.

Proposal 4: For Level z, RAN2 needs to consider the procedure for model transfer, and the model should be transferred via control plane or via user plane or in other ways which needs further discussion.
Proposal 5: RAN2 waits for SA2 progress on unified model format and can cooperate if necessary.

Proposal 6: RAN2 should support model monitor to handle AIML model generalization. 
Proposal 7: RAN2 should consider to indicate the related model monitor parameters to UE.
Proposal 8: RAN2 should consider the procedure of network-assisted model update for UE.

Proposal 9: RAN2 should consider the notification between gNB and UE in case model update is performed by gNB or UE itself. 
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