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1. Introduction
The following agreements were taken in RAN2#119-e meeting for XR-specific capacity improvements:
· As starting point, RAN2 can further discuss the solutions in TR 38.838 that can impact on L2 operation (e.g., BSR, LCP, assistance information for scheduling, packet discarding, prioritization) for XR-specific capacity improvement. RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before).
· Enhancement to SPS/CG should be justified for XR scheduling and should be evaluated against dynamic grant (DG) scheduling which should be considered as baseline. Should justify why enhancements are needed. 
· RAN2 considers SPS enhancements may not be needed in Rel-18 XR since PDCCH capacity is not assumed to be a problem for XR. FFS if SPS has some power consumption benefits.
This document aims to discuss scheduling enhancements to improve XR capacity and enhancements to measurement gaps for XR traffic.  
1. Scheduling enhancements for XR traffic
RAN1 TR 38.838 defines different traffic models which are summarized below for the different traffic model under consideration virtual reality (VR), augment reality (AR) and Cloud Gaming.
	Application
	Stream(s)
	↑ ↓
	Periodicity
(ms)
	Data rate (Mbps)
	Packet size
(bytes)
	PDB
(ms)
	Jitter

	VR
	Video
	DL
	16.6667
	30, 45
	Variable (*)
	10
	Variable (*)

	VR,
AR(**)
	Audio/video
	DL
UL
	10
	0.756, 1.12 
	945, 1400
	30
	Variable (*)

	VR, AR 
Cloud Gaming
	Pose/Control
	UL
	4
	0.2
	100
	10
	No Jitter

	Cloud Gaming
	Video
	DL
	16.6667

	30, 8
	Variable (*)
	15
	Variable (*)

	AR
	1 or multiple
	UL
	16.6667
	10
	Variable (*)
	30, 10, 15
	Variable (*)


(*) Packet size and jitter distribution is calculated based on a truncated Gaussian
(**) AR has similar model as VR but in UL (instead of DL)
XR traffic is assumed periodic with some potential associated jitter (except for pose/control in UL). However specific periodicity may vary depending on the kind of stream and application. It can also be observed how some streams of XR traffic might have variable sizes vs other ones might have fix ones.
While dynamic scheduling provides most flexible scheduling solutions for XR traffics with varying packet size, this comes at the cost of control overhead. In addition, most streams have large packet size which would end up requiring multiple PDSCHs and/or PUSCH to complete the delivery of corresponding XR packet. For this multiple control signals would be required to provide the corresponding assignment(s)/grant(s).  RAN1 is performing the required evaluations for related scenarios. However, considering the potential variable size of some XR traffic/streams, it seems reasonable for RAN2 to consider the study of enhancements that allow enabling multiple PDSCH or PUSCH transmit occasions per Dynamic Assignment/Grant. 
Observation 1. [bookmark: _Toc115223353][bookmark: _Toc115347529][bookmark: _Toc115359346][bookmark: _Toc115385572][bookmark: _Toc115388344]The XR traffic streams defined with variable packet sizes would benefit from using DG operation. However due to usually large sizes of XR packets, this may lead to an increase in the control overhead. Corresponding evaluation is ongoing in RAN1.
Proposal 1. [bookmark: _Toc115208972][bookmark: _Toc115223356][bookmark: _Toc115347533][bookmark: _Toc115359342][bookmark: _Toc115385577][bookmark: _Toc114219644][bookmark: _Toc114219673][bookmark: _Toc115388348][bookmark: _Hlk115221983]RAN2 to consider further study enhancements for enabling multiple PDSCH or PUSCH transmit occasions per Dynamic Assignment/Grant. 
Other XR packet sizes are defined as fixed but with different range of values e.g. audio/video is set to 945 or 1400 bytes vs pose/control to 100bytes. Therefore, when packet size is fixed, the usage of CG seems preferable although depending on the actual packet size, it might also be preferable if multiple CG occasions are allocated per CG period. Another alternative can be the usage of multiple CGs which is already supported. However, RAN1 is also considering the enhancement of using a single DCI based activation of multiple CGs.
Proposal 2. [bookmark: _Toc115223357][bookmark: _Toc115347534][bookmark: _Toc115359343][bookmark: _Toc115385578][bookmark: _Toc115388349]RAN2 to consider further study enhancements for enabling multiple CG occasions per CG period as well as for using single DCI based activation of multiple CGs.
The XR traffic scenarios under consideration assume that one or multiple streams may happen in parallel (in DL and/or UL). These are referred to as multi-stream scenarios. For these multi-stream scenarios, the traffic of each stream might have different periodicities as shown in above table. Therefore, it might be desirable for the network to provide multiple CG configurations and/or also use CG along with DG. 
Observation 2. [bookmark: _Toc115223354][bookmark: _Toc115347530][bookmark: _Toc115359347][bookmark: _Toc115385573][bookmark: _Toc114785562][bookmark: _Toc114954061][bookmark: _Toc115081445][bookmark: _Toc115172264][bookmark: _Toc115208969][bookmark: _Toc115388345]For multi-stream XR traffic scenarios, each stream might have different traffic characteristics and requirements, and network might provide multiple CG configurations and/or CG configurations used along with DG. 
When using multiple CG configurations and/or CG configurations in conjunction with DG for XR traffic, RAN2 can also discuss whether any enhancement is needed in order to handle the corresponding traffic as required e.g. to prioritize it, or in relation to the PDU set. For multi-stream XR traffic scenarios, each stream might be separated in different QoS flows (e.g. when each stream has different characteristics with its own QoS requirements). If this is the case, each QoS flow could be mapped to different DRBs and legacy handling of DRBs seems sufficient. However, if the different streams are mapped to the same DRB, it might be good for RAN2 to discuss whether any optimization is required.
Proposal 3. [bookmark: _Toc115223358][bookmark: _Toc115347535][bookmark: _Toc115359344][bookmark: _Toc115385579][bookmark: _Toc115388350]For multi-stream XR traffic, RAN2 to consider further study on enhancements when operating with multiple CG configurations and/or both CG along with DG.

1. [bookmark: _Toc114958255][bookmark: _Toc115081459]Measurement gap enhancements for XR traffic 
Measurement gap in release 17 can be configured per UE, per FR1 or per FR2, and the gap value can be between 1.5ms to 20ms, with the measurement gap periodicity between 20ms to 160ms [TS 38.331]. During a measurement gap, the UE does not monitor the PDCCH, and also neither transmits nor receives any data on the uplink and downlink shared channels, respectively, except for random access messages. RRM measurements are still needed to support ubiquitous coverage during mobility, positioning etc. for the UE. The reason to study the interaction of measurement gaps with XR traffic are as follow:
1. XR traffic requirement is usually for high throughput/capacity,
2. XR traffic can have low latency requirement e.g. 10ms, 
3. XR traffic can be quasi-periodic and may have non-integer periodicity values e.g 16.67ms,
4. Measurement gap follows fixed periodicities and refers to a time during which XR traffic cannot be exchanged.
In summary, in the current configuration and way of operation in NR, measurement gaps might negatively impact XR traffic. Details are discussed as follows.
[bookmark: _Hlk115261336]Regarding the first point on capacity, it is well known that measurement gaps cause some deterioration to throughput, however, this issue is not specific to XR traffic only. Regarding the second point on latency, XR traffic could have delay budget requirement e.g 10 ms, however the measurement gap period can be configured to be as small as 1.5ms, therefore it is possible to still meet the QoS requirement since the delay requirement for XR is usually not as stringent as e.g TSN traffic. In our view, however, the main point of contention between XR traffic and measurement gaps could be due to the third point above, that is XR traffic can be quasi-periodic and can have non-integer periodicity values.  This could imply overlap of XR traffic arrival with the measurement gaps e.g. during DRX on-duration. This misalignment could also cause critical XR data to be delayed, which may cause the whole PDU set to become undecodable. To this end, RAN2 can look into mechanisms on how measurement gaps can be managed to avoid impacts to XR traffic.
Observation 3. [bookmark: _Toc115347531][bookmark: _Toc115359348][bookmark: _Toc115385574][bookmark: _Toc115388346]Delay requirement of XR traffic is not as stringent and can allow meeting QoS requirement even with measurement gaps, e.g. using smaller values of measurement gaps.
Observation 4. [bookmark: _Toc115347532][bookmark: _Toc115359349][bookmark: _Toc115385575][bookmark: _Toc115388347]The periodicity of the measurement gaps and the XR traffic (which can be quasi-periodic and non-integer values) might lead to overlapping occurrences (i.e. XR traffic arrival with the measurement gaps). This could also cause critical XR data to be delayed, which may cause the whole PDU set to become undecodable.
Proposal 4. [bookmark: _Toc115347536][bookmark: _Toc115359345][bookmark: _Toc115385580][bookmark: _Toc115388351]RAN2 can study further whether/how mechanisms are required to minimize the impact of the measurement gaps to the exchange of XR traffic.
[bookmark: _Toc110029212][bookmark: _Toc110029600][bookmark: _Toc110199945][bookmark: _Toc110199972][bookmark: _Toc110257665][bookmark: _Toc110257913][bookmark: Proposal_Pattern_Length]
1. [bookmark: _Toc463058201][bookmark: _Toc463058245][bookmark: _Toc463058202][bookmark: _Toc463058246][bookmark: _Toc463058203][bookmark: _Toc463058247][bookmark: _Toc465992504][bookmark: _Toc465993063][bookmark: _Toc465993086][bookmark: _Toc465993148][bookmark: _Toc465993084]Conclusion
The observations captured are the following:
Observation 1.	The XR traffic streams defined with variable packet sizes would benefit from using DG operation. However due to usually large sizes of XR packets, this may lead to an increase in the control overhead. Corresponding evaluation is ongoing in RAN1.
Observation 2.	For multi-stream XR traffic scenarios, each stream might have different traffic characteristics and requirements, and network might provide multiple CG configurations and/or CG configurations used along with DG.
Observation 3.	Delay requirement of XR traffic is not as stringent and can allow meeting QoS requirement even with measurement gaps, e.g. using smaller values of measurement gaps.
Observation 4.	The periodicity of the measurement gaps and the XR traffic (which can be quasi-periodic and non-integer values) might lead to overlapping occurrences (i.e. XR traffic arrival with the measurement gaps). This could also cause critical XR data to be delayed, which may cause the whole PDU set to become undecodable.
The proposals captured are the following:
Proposal 1.	RAN2 to consider further study enhancements for enabling multiple PDSCH or PUSCH transmit occasions per Dynamic Assignment/Grant.
Proposal 2.	RAN2 to consider further study enhancements for enabling multiple CG occasions per CG period as well as for using single DCI based activation of multiple CGs.
Proposal 3.	For multi-stream XR traffic, RAN2 to consider further study on enhancements when operating with multiple CG configurations and/or both CG along with DG.
Proposal 4.	RAN2 can study further whether/how mechanisms are required to minimize the impact of the measurement gaps to the exchange of XR traffic.

