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1. Introduction
In RAN#96 meeting, RAN agreed the Rel-18 revised study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1]. The following are selected objectives of this SID: 
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
[…]
For the use cases under consideration:
[…]

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· ..
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 




In this contribution, we discuss aspects of RAN1 study and agreements on AI/ML model management (e.g. training and inference location) for the initial set of three use cases. 
2. Discussion
In RAN1#109-e and RAN1#110 meetings, RAN1 discussed the general aspects of AI/ML framework, terminologies, gNB-UE collaboration levels, and evaluation and other aspects of AI/ML for CSI feedback enhancement, beam management, and positioning accuracy enhancement use cases. 
More specifically, RAN1 discussed AI/ML model training related terminologies, i.e. whether training is performed online/offline, model update, and model transfer (full model or partial model) with respect to the following network-UE collaboration levels [2]:


	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signalling-based collaboration without model transfer
3. Level z: Signalling-based collaboration with model transfer



Additionally, RAN1 discussed for the three use cases, the different alternatives for AI/ML model training and/or inference location. That is, whether the model is located at UE-side, network-side, or two-sided [3]:
	CSI feedback enhancement
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

Beam management 
Agreement
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Positioning accuracy enhancement
Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches




Observation 1: RAN1 will further study alternatives of AI/ML model training and inference for the three use cases, considering the network-UE collaboration levels. 
Proposal 1: RAN2 to study specifications impact due to AI/ML model training and/or inference at the UE-side, network-side, or two-sided model (at network- and UE-side) for the three uses cases.

Moreover, RAN1 agreed to discuss necessity/feasibility/potential specification impact for data collection for AI/ML model training/inference/update/monitoring, for the different uses cases:
	CSI feedback enhancement
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:
·         Assistance signaling for UE’s data collection
·         Assistance signaling for gNB’s data collection
·         Delivery of the datasets
Beam management
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
·         Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
·         Content/type of the collected data
·         Other aspect(s) is not precluded
Positioning accuracy enhancement
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report



Observation 2: RAN1 to further discuss necessity/feasibility/potential specification impact for data collection for AI/ML model training/inference/update/monitoring for the three uses cases.
Proposal 2: RAN2 to discuss specification impact due to data collection for AI/ML model training/inference/update/monitoring, for the three uses cases.
3. Conclusion
In this contribution we discussed aspects of RAN1 study and agreements on AI/ML model management (e.g. training and inference location) for the initial three use cases. The following are the observations and proposals in this document: 
Observation 1: RAN1 will further study alternatives of AI/ML model training and inference for the three use cases, considering the network-UE collaboration levels. 
Observation 2: RAN1 to further discuss necessity/feasibility/potential specification impact for data collection for AI/ML model training/inference/update/monitoring for the three uses cases.

Proposal 1: RAN2 to study specifications impact due to AI/ML model training and/or inference at the UE-side, network-side, or two-sided model (at network- and UE-side) for the three uses cases.
Proposal 2: RAN2 to discuss specification impact due to data collection for AI/ML model training/inference/update/monitoring, for the three uses cases.
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