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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In [1], Artificial Intelligence and machine learning for air interface is proposed. The RAN2 work is as following,
	o	Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
	 Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
	Collaboration level specific specification impact per use case 


In this contribution, we discuss the potential impact on RAN2 and give our proposals.
Discussion
To enable the AI/ML utilization in air interface, the basic procedure could comprise data collection, model training, model delivery and inference. Model delivery may not be needed if the model training and inference is performed within the same entity. 
RAN1 has reached following working assumption on following terminology,
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.


There are various kinds of training manners such as offline training with static data or online training with real-time data. For the three main use cases identified for Release 18 study, all of them can be achieved by offline training. In addition, we think offline training is easier to implement. In addition, the typical use cases and achieved performance gain of online training is not clear yet. Thus, in release 18, we propose to deprioritize the study of online training.
Proposal 1: Deprioritize the study of online training in Rel-18
It can be seen that the involved entities include UE, gNB, Core network entity or proprietary server. We understand the role or functionality of these entities should be clarified first.
Observation: The role/functionality of entity, including UE, gNB, Core network entity or proprietary server, should be clarified.
The data for training in three use case are radio performance related. UE and gNB can obtain the data directly, while other entities can obtain the data from UE and gNB indirectly. UE and gNB can easily obtain the data. But the data set may large, which may be difficult for UE and gNB to keep storage. Entities other than UE and gNB can also collect the data in a long period. But there may be additional signalling to enable UE and gNB to report the radio performance data. In this phase, we can study all scenarios.
Proposal 2: RAN2 study the cases that UE, gNB, Core network entity or proprietary server provide the data set.
Any entity may perform the model training in this phase. If the training is performed at UE and gNB, the signalling of model delivery may be avoided. But the training would consume much computation and power, which may be difficult for UE and gNB. Entities other than gNB and UE may be more powerful. But additional signalling may be needed to deliver the model to UE and gNB. More RAN1 input may be needed to do down selection if needed. In this phase, we can study all scenarios.
Proposal 3: RAN2 study the cases that UE, gNB, Core network entity or proprietary server perform model training.
Although any entity may perform data collection and model training, it’s possible data collection and model training are performed in different entities. Because the AI training may require more computation and power, while data collection may not have such requirement. Data set should be delivered to the entity training AI model in this case. Note the dataset for offline training could be relatively large, e.g. hundreds of MB. It’s difficult to transmit such large message via lower layer signalling. Higher layer signalling should be used to carry data set.
Proposal 4: If data collection and model training are performed at different entities, data set should be delivered to the entity training AI model.
Proposal 5: Data set should be carried in higher layer signalling.
With above proposals, following table 1 lists all possible combinations of data collection and mode training entities. The data set should be delivered from the data collection entity in the row to the model training entity in the column.
Table 1. Data set delivery option
	From
To
	Proprietary server
	Core network entity
	gNB
	UE

	Proprietary server
	N/A
	Option 4
	Option 7
	Option 10

	Core network entity
	Option 1
	N/A
	Option 8
	Option 11

	gNB
	Option 2
	Option 5
	N/A
	Option 12

	UE
	Option 3
	Option 6
	Option 9
	N/A



If the proprietary server is responsible for either data collection or model training as highlighted in purple, the data set delivery occurs between 3GPP entity and non-3GPP entity. The data set can be transmitted as data following existing procedure. Such delivery options seem to have no impact on 3GPP specification and can be left to implementation.
Proposal 6: The data set delivery between proprietary server and other entities has no impact on 3GPP specification and can be left to implementation.
Among the options without proprietary server involvement, if the core network entity is responsible for either data collection or model training as highlighted in yellow, the data set delivery occurs between core network entity and RAN entity. In option 5 and 8, the delivery occurs between core network entity and gNB. It’s likely to use NG interface, which is in scope of RAN3 and SA. In option 6 and 11, the delivery occurs between core network entity and UE. It’s likely to use NAS, which is in scope of CT and SA. In general, these options are out of RAN2 scope. So, we suggest to not consider such options in RAN2. If any support is identified in future, we can send LS to corresponding WGs.
Proposal 7: The data set delivery between core network entity and RAN entities, i.e. UE and gNB, is out of RAN2 scope.
Among the options without proprietary server or core network entity involvement as highlighted in green, the delivery occurs between gNB and UE. The delivery would have impact to RAN and is in scope of RAN2. Two potential delivery methods are observed:
1. The data set is delivered in CP. RRC message is already defined between UE and gNB, which can be extended. Existing RRC procedure is defined under the assumption of gNB control. However, in data set transmission, UE may be the controller if the model is trained at UE. Therefore, new RRC message and procedure may be introduced to support data set transmission.
2. The data set is delivered in UP. Current UP protocol stack between UE and gNB includes SDAP, PDCP, RLC and MAC. The data in payload is invisible to gNB. Although gNB can understand control signalling, e.g. MAC CE or PDCP control PDU, such control signalling may not be able to carry data set with large size. New layer may be introduced to support data set delivery between gNB and UE.
Proposal 8: RAN2 to study the data set delivery method between gNB and UE.
In current use cases, the inference is done by either UE or gNB. No other entities are considered for inference. Because the radio operation is terminated at UE and gNB for the three use cases.
Proposal 9: RAN2 study the cases that UE and gNB perform inference.
Although UE and gNB may perform the mode training, it’s possible model training is done at other entities. Because model training may require more computation power, which may beyond UE and gNB capability. Also, private model may be provided by third party. In this case, the AI model should be delivered to UE and gNB. The model size could be relatively large, e.g. hundreds of MB. It’s difficult to transmit such large message via lower layer signalling. Higher layer signalling should be used to carry data set.
Proposal 10: If model training and inference are performed at different entities, AI model should be delivered to the entity performing inference, i.e. UE and gNB.
Proposal 11: Model should be carried in higher layer signalling.

With above proposals, following table 2 lists all possible combinations of model training and inference entities. The model should be delivered from the model training entity in the row to the inference entity in the column.
Table 2. Model delivery option
	From
To
	Proprietary server
	Core network entity
	gNB
	UE

	gNB
	Option 1
	Option 3
	N/A
	Option 6

	UE
	Option 2
	Option 4
	Option 5
	N/A



If the proprietary server is responsible for model training as highlighted in purple, the model delivery occurs between 3GPP entity and non-3GPP entity. The model can be transmitted as data following existing procedure. Such delivery options seem to have no impact on 3GPP specification and can be left to implementation.
Proposal 12: The model delivery between proprietary server and other entities has no impact on 3GPP specification and can be left to implementation.
Among the options without proprietary server involvement, if the core network entity is responsible for model training as highlighted in yellow, the model delivery occurs between core network entity and RAN entity. In option 3, the delivery occurs between core network entity and gNB. It’s likely to use NG interface, which is in scope of RAN3 and SA. In option 4, the delivery occurs between core network entity and UE. It’s likely to use NAS, which is in scope of CT and SA. In general, these options are out of RAN2 scope. So, we suggest to not consider such options in RAN2. If any support is identified in future, we can send LS to corresponding WGs.
Proposal 13: The model delivery between core network entity and RAN entities, i.e. UE and gNB, is out of RAN2 scope.
Among the options without proprietary server or core network entity involvement as highlighted in green, the delivery occurs between gNB and UE. The delivery would have impact to RAN and is in scope of RAN2. Two potential delivery methods are observed:
1. The model is delivered in CP. RRC message is already defined between UE and gNB, which can be extended. Existing RRC procedure is defined under the assumption of gNB control. However, in model transmission, UE may be the controller if the model is trained at UE. Therefore, new RRC message and procedure may be introduced to support data set transmission.
2. The model is delivered in UP. Current UP protocol stack between UE and gNB includes SDAP, PDCP, RLC and MAC. The data in payload is invisible to gNB. Although gNB can understand control signalling, e.g. MAC CE or PDCP control PDU, such control signalling may not be able to carry model with large size. New layer may be introduced to support model delivery between gNB and UE.
Proposal 14: RAN2 to study the model delivery method between gNB and UE.
For the other procedures, e.g. model monitoring/activation, the correspond definition is still not clear. RAN2 can wait for more progress in RAN1.

Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Proposal 1: Deprioritize the study of online training in Rel-18
Observation: The role/functionality of entity, including UE, gNB, Core network entity or proprietary server, should be clarified.
Proposal 2: RAN2 study the cases that UE, gNB, Core network entity or proprietary server provide the data set.
Proposal 3: RAN2 study the cases that UE, gNB, Core network entity or proprietary server perform model training.
Proposal 4: If data collection and model training are performed at different entities, data set should be delivered to the entity training AI model.
Proposal 5: Data set should be carried in higher layer signalling.
Proposal 6: The data set delivery between proprietary server and other entities has no impact on 3GPP specification and can be left to implementation.
Proposal 7: The data set delivery between core network entity and RAN entities, i.e. UE and gNB, is out of RAN2 scope.
Proposal 8: RAN2 to study the data set delivery method between gNB and UE.
Proposal 9: RAN2 study the cases that UE and gNB perform inference.
Proposal 10: If model training and inference are performed at different entities, AI model should be delivered to the entity performing inference, i.e. UE and gNB.
Proposal 11: Model should be carried in higher layer signalling.
Proposal 12: The model delivery between proprietary server and other entities has no impact on 3GPP specification and can be left to implementation.
Proposal 13: The model delivery between core network entity and RAN entities, i.e. UE and gNB, is out of RAN2 scope.
Proposal 14: RAN2 to study the model delivery method between gNB and UE.
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