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Introduction
According to the description of Rel-18 study item on NR enhancements for XR [1], RAN2 should study how UE-power saving for XR services can be improved:
	2. Objectives on XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.



During RAN2 #119e, the following agreements have been reached for the topics relating to power saving:
	RAN2 #119e Agreements
1: RAN2 to focus on the following issues for power saving, as well necessary parameters XR-awareness to support such enhancements, i.e.: 
-	DRX enhancements to address the issues of DRX cycle mismatch and jitter
-	Identify necessary parameters from CN for XR-awareness for power saving 
Enhancements to Rel-17 PDCCH adaptation can be discussed based on RAN1 feedback, if they have any RAN2 impact
RAN2-specific aspects can be studied based on contributions (e.g. multiple XR traffic flows with different periodicities, SFN wrap-around, RAN2-specific CDRX aspects, …).

1: Enhancement to SPS/CG should be justified for XR scheduling and should be evaluated against dynamic grant (DG) scheduling which should be considered as baseline. Should justify why enhancements are needed. 
RAN2 considers SPS enhancements may not be needed in Rel-18 XR since PDCCH capacity is not assumed to be a problem for XR. FFS if SPS has some power consumption benefits.



In this paper, we present some of our views about benefits of configured scheduling for XR use cases, as well as the directions about how SPS can be enhanced to avoid excessive UE power consumption caused by jitter.
Discussions
Power Saving Benefits with Configured Scheduling
For both downlink and uplink, XR traffics are typically periodical. With dynamic scheduling, if the RAN can obtain the traffic periodicity information (e.g. from the UE or the core network), the RAN is able to configure DRX cycles based on the traffic periodicities. Thus, the UE would only wake up at the time when it is expected to receive a DL/UL resource allocation via PDCCH. When considering XR traffic periodicities, such as 60, 90, or 120 frames per second, essentially it means the UE needs to wake up every 16.6667ms, 11.1111ms, and 8.3333ms respectively. Moreover, if the UE needs to process both DL and UL traffics, the UE may need to wake up even more often to handle both DL and UL. As a result, the total wake-up time for the UE may be unacceptably long, and in such cases we think the power saving gain we would like to achieve for XR devices in this SI may not be satisfactory for many practical use cases, if we assume dynamic scheduling is used as the main resource allocation tool for XR. 
With this in mind, configured scheduling should also be deemed as an important resource allocation tool for XR in order to achieve power saving. Since the UE would still need to process SPS/CG when it is in sleep mode, the UE can continue to receive XR data even when it does not monitor PDCCH. Thus, configured scheduling allows the gNB to configure a much longer DRX cycle (longer than the expected traffic periodicity) for the UE without concerning potential packet delay/loss, as data transmission/reception during OFF-duration of C-DRX operation can be well-supported via SPS/CG allocations. This is clearly shown in Figure 1, wherein a larger OFF-duration can be configured for a UE if configured scheduling is used, so the UE has a better power saving gain. In such cases, the UE would still wake occasionally to receive PDCCH for miscellaneous purposes, but it is not as often as the cases where dynamic scheduling is used for the periodic traffic.
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Figure 1 Illustration of DRX cycles based on dynamic and configured scheduling for periodical XR traffic.
Observation 1: Configured scheduling allows the UE to stay in sleep mode longer and is more beneficial for power saving.
Thus, from power saving point of view, we think configured scheduling should be considered as a primary approach resource allocation for XR use cases. Moreover, it is worth highlighting that configured scheduling is also more beneficial in terms of latency as SR/BSR procedures can be exempted. Against this backdrop, we think in this SI RAN2 should consider how energy efficiency can be improved when configured scheduling is used, to meet the objective of XR-specific power-saving.
Proposal 1: RAN2 should explore how UE power saving can be further optimized when configured scheduling is used as resource allocation for periodical XR traffic.

Impacts of Jitter to SPS
Based on Observation 1, we conjecture that configured scheduling is an important resource allocation for XR. In light of this, RAN2 should examine the potential enhancements of configured scheduling to further improve the power saving gain. From our perspective, jitter of packet arrival time is an issue that needs to be considered for DL SPS. Specifically, the arrival time of each packet may be offset from the expected timing due to jitter, and this may cause some problems if the SPS is configured in accordance with the DL packet arrival periodicity. According to the traffic models described in [2], the random jitter associates to each packet follows a probability distribution. Consequently, the actual packet arrival pattern is “quasi-periodic”, and if the gNB configures SPS in accordance with the nominal traffic periodicity, some of the packets may arrive even after their corresponding SPS PDSCH have begun. The exemplary scenario is depicted in Figure 2.
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Figure 2 An illustration of impacts of jitter to SPS-based transmission of periodical XR traffics
In this example, a SPS is configured with a periodicity matching the nominal packet arrival rate. Both packet #1 and packet #4 arrive before their corresponding SPS PDSCH opportunities, so they may be transmitted on time. However, packet #2 and packet #3 arrive after their SPS PDSCH (#2 and #3) are started due to jitter, and therefore they “miss out” their on-time transmission opportunities. 
In order to handle the situation, there could be three possible approaches that the gNB could take:
1. The gNB uses subsequent SPS occasions to transmit packets that have arrived late
With this approach, the gNB waits until the next SPS occasion, and use this subsequent SPS occasion to transmit the packet arrived late due to jitter. Obviously, this may cause the latency to the XR service, and the latency may be propagated and further impact other upcoming packets.
2. The gNB allocates supplementary dynamic DL resource allocation for late packet arrival
Instead of relying on SPS, the gNB directly assigns a dynamic DL resource allocation for transmission of the packet that has arrived late due to jitter. However, as mentioned in the preceding section, SPS is useful as it can be allocated even when the UE is in DRX OFF-duration where it does not monitor the PDCCH.  In such cases, the UE is not able to detect the PDCCH in time. Certainly, the gNB can wait until the UE wakes up and assign the dynamic DL resource allocation, but again it implies further delay for the service. Alternatively, the gNB may choose not to configure shorter DRX cycle to make sure the UE can receive PDCCH more quickly, but it may contradict with the goal of UE power saving targeted by this study item.
3. The gNB over-provisions SPS resources with shorter periodicity
Another possibility is that, the gNB pre-configures the SPS with much denser resource, wherein the SPS periodicity is (much) shorter than the nominal packet arrival rate of the XR traffic. Hence, if a packet arrives late due to jitter, it can be quickly transmitted by using the subsequent SPS resources, and it does not impact resource usage of the later packets. Note that this approach may also be applied to resolve non-integer periodicity problems. The shortcoming of this approach is quite clear: over-provision of the SPS resource means the UE needs to decode every SPS occasions even if there is no data conveyed in the PDSCH. This obviously increases UE power consumption.
We think Approach #2 and #3 make more sense to handle jitter issues for SPS considering the relatively stringent latency requirements of XR services. However, based on the analysis above, these two approaches are also more power consuming. In particular, with Approach #2 the UE may have to monitor PDCCH more frequently (for possible supplementary dynamic resource allocation), while with Approach #3 the UE may need to decode some SPS occasions unnecessarily (due to resource over-provisioning).  
Observation 2: Excessive power consumption can be anticipated with SPS if impacts of jitter are considered.

Potential SPS Enhancements to Reduce Power Consumption
To address the power consumptions issues of SPS caused by jitter as described in the preceding section, we think RAN2 can consider having some special UE behavior when an “empty” SPS PDSCH is detected. This can be detected by the UE based on, e.g. whether DMRS is present in the PDSCH. If a SPS PDSCH is detected to be empty, the UE may assume that a jitter has occurred and so the expected DL packet did not arrive on time, and hence the UE does detect the presence of MAC PDU on this SPS resource as nothing is transmitted. 
Assuming Approach #2 described above is used, the gNB may send a supplementary dynamic DL allocation when jitter occurs. In such cases, we may specify a new UE behaviour where the UE may temporarily return to DRX active mode when a SPS PDSCH is detected to be empty, to make sure it can receive a potential PDCCH from the gNB to schedule supplementary dynamic resource allocation.
On the other hand, assuming that gNB over-provisions SPS resources to handle jitter (i.e. Approach #3), it is also possible that we can define a new UE behavior wherein it does not need to mandatorily decode all SPS occasions within a SPS configuration. More specifically, the SPS occasions could be designated as either “primary” or “secondary” with pre-configuration, and the UE would always decode the primary SPS PDSCH as usual, while skipping secondary SPS PDSCH by default. However, if a primary SPS PDSCH is detected to be empty (which implies jitter for packet arrival, and nothing is transmitted on this primary SPS PDSCH), the UE may decode one or more associated secondary SPS PDSCH because the late packet may be transmitted on this secondary SPS PDSCH instead. Thus, the UE does not decode all SPS occasions, and thereby reducing power consumption for SPS decoding even though the SPS resource is over-provisioned for jitter. 
Proposal 2: To handle impacts of jitter to SPS on power saving, RAN2 may explore the following options:
· Define a new UE behavior of temporarily returning to active mode when an empty SPS PDSCH is detected.
· Define a new UE behavior of determine whether it should decode a SPS occasion, depending on if an empty SPS PDSCH is detected on another SPS occasion.

Conclusions
This contribution provides some of our views on power saving for configured scheduling. Based on our discussions, we have made the following observations:
Observation 1: Configured scheduling allows the UE to stay in sleep mode longer and is more beneficial for power saving.
Observation 2: Excessive power consumption can be anticipated with SPS if impacts of jitter are considered.
And we propose the following:
Proposal 1: RAN2 should explore how UE power saving can be further optimized when configured scheduling is used as resource allocation for periodical XR traffic.
Proposal 2: To handle impacts of jitter to SPS on power saving, RAN2 may explore the following options:
· Define a new UE behavior of temporarily returning to active mode when an empty SPS PDSCH is detected.
· Define a new UE behavior of determine whether it should decode a SPS occasion, depending on if an empty SPS PDSCH is detected on another SPS occasion.
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