3GPP TSG-RAN WG2 Meeting #119bis-e	R2-2209778
e-Meeting, 10 Oct – 19 Oct 2022	


Agenda item:	8.5.2.2
Source:	Apple
Title:	Enhancements for Traffic Prioritization in XR
WID/SID:	FS_NR_XR_enh
Document for:	Discussion / Decision

Introduction
In continuation of the 3GPP work on XR in RAN1 and SA4 in Rel-17, RAN has approved a RAN2-led study item on XR enhancements for NR in Rel-18 [1]. According to the study item description, RAN2 should study how XR awareness can help aid XR-specific traffic handling.
	The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 
1.  Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.



During RAN2#119e, the following agreements have been reached to identify the main directions of potential enhancements for XR-awareness improvement in this SI:
	RAN2#119e Agreements
RAN2 assumes that PDU Set based parameters and PDU Set related information may be used for better support of XR services. RAN2 can consider both UL and DL directions.
RAN2 will study PDU Set based parameters and PDU Set related information handling in Network and UE
XR awareness discussion in RAN2 should consider PDU set characteristics and how to use the information available on those (for UL and/or DL). Can also consider how to handle data bursts.
RAN2 can consider how PDU sets can be mapped to DRBs (FFS if SA2 discussion on PDU set mapping to QoS (sub-)flows impacts this)
1: As starting point, RAN2 can further discuss the solutions in TR 38.838 that can impact on L2 operation (e.g., BSR, LCP, assistance information for scheduling, packet discarding, prioritization) for XR-specific capacity improvement. RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before).



This paper discusses some of our views on whether XR awareness impacts traffic prioritization of XR traffic. Depending on the DRB mapping option to be selected [4] and the level of XR awareness associated with lower layers, one aim of the XR design should be to ensure PDU Sets can be delivered with differentiated QoS. There may be several situations where XR traffic prioritization is important [3]. In this paper we would like to address some of the problem areas with initial proposals. 

Discussion
Preliminary Considerations
As explained in [3], XR services can operate on a “PDU Set” which comprises multiple IP packets, and each QoS PDU can be mapped to a QoS flow. A QoS flow is identified using QoS Flow Id and each PDU Set within the QoS Flow may be identified using a PDU Set SN. Each QoS flow can be used to deliver one or more PDU Sets. The UE and the network may further identify information relating to each PDU Set, such as PDU Set importance and PDU Set dependency. The CN may also provide the information relating to PDU Sets to RAN.
New QoS parameters for PDU Set based QoS handling may be defined in the 5G system, such as:
· PDU Set Delay Budget (PSDB) 
· PDU Set Error Rate (PSER) 
· Whether to drop a PDU Set in case PSDB is exceeded 
· Whether all PDUs are needed for the usage of PDU Set by application layer 
· PDU Set Priority
Moreover, a PDU Set may be characterized by a notion of “importance” indicating how important the PDU Set (e.g., a video frame) is for the application. For example, an important PDU Set could be an I-Frame, while a less important PDU Set could be a P-Frame. Figure 3 shows an example. 
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Figure 3: Illustration of important and non-important PDU sets in one XR traffic stream
According to SA2 [2], the RAN can obtain the information of importance for each PDU Set (e.g., from the CN or from the application). Obviously, important PDU Sets should be treated with better reliability, while non-important PDU Sets can be processed in a more relaxed manner to improve user experience and/or resource efficiency. Moreover, not only the PDU Sets carrying XR data differ in severity (significance) and entropy, XR control data (such as RTCP) may require better protection as well. 

Potential Enhancements for Traffic Prioritization
In light of the observations in section 2.1 above, it may be beneficial if the QoS requirement could be dynamically or periodically changed including means for prioritization of important packets, in order to strike a balance between XR application performance and radio resource efficiency. We would like to propose a number of high level directions for RAN2 to explore in the study. 
A QoS flow may enter a phase of higher reliability or a phase with modified or augmented QoS settings for a period of time, and then return to its normal QoS level. In such a phase of augmented QoS, the UE may use PDCP duplication, rely on a configured grant with a higher number of TB repetitions, different MCS, or more generally boost the connection to utilize higher reliability.
For example, for an ongoing video call with a certain (constant) codec rate, I-frames happen relatively periodical. RTCP packets are also relatively periodical (e.g., for feedback). To protect these parts during a transmission period, the connection may enter a state of higher reliability. 
Proposal 1: RAN2 may consider methods to alter the QoS requirements associated with a DRB or QoS flow on a quasi-periodical basis.
A transmitter can be configured with at least two “radio access treatment” settings for the corresponding radio bearer in PDCP, where one of them is the default setting corresponding to the QoS of the PDU Set, while the others may correspond to different QoS requirements. In order to switch between different QoS configurations, a DRB may be configured with at least two RLC entities, whose LCHs have different parameterizations. When processing each of the packets of the PDU Set, the PDCP entity determines which radio treatment setting should be applied to the packet. With multiple RLC entities configured, the selection of RLC entity subset for submission of a PDCP PDU to RLC can be defined based on the characteristics and QoS requirements associated with a PDU Set.
Proposal 2: RAN2 may consider the selection of RLC entities for XR traffic.
QoS for XR may also require means for prioritization of certain PDU Sets and important/special packets (such as TCP ACKs or RTCP feedback). A separate Data Radio Bearer may be defined and associated with different QoS settings, such that only certain PDU Sets or control packets like RTCP, TCP Acks, and/or other control data can be mapped onto this DRB. Depending on the QoS requirements, this may include PDU Sets with Pose control information as well. 
Proposal 3: RAN2 may consider the utilization of DRBs associated with “special” traffic such as Pose or Control Information. 

QoS Flow Awareness at MAC
For XR traffic, an application not only has multiple streams of concurrent data where QoS requirements may differ, some of the streams also have similar QoS requirements as well. As a result, in this option, multiple QoS flows may be mapped to the same DRB more frequently. However, each of the XR traffic flows has its own traffic arrival pattern, QoS characteristics and presumably its own set of associated configured grants. Based on the current 5G NR design the MAC layer cannot identify different QoS flows within a LCH and there is no clear mapping between CGs and QoS flows / QFIs. This means MAC cannot select the most appropriate data when constructing a MAC PDU as it cannot identify SDUs based on QoS flows or QFIs within the LCH.
For example, based on upper layer traffic flows associated with a DRB, for a given logical channel it may be intended to have a 1:1 mapping between QoS flow 1 and CG1, a 1:1 mapping between QoS flow 2 and CG2, and QoS flow 3 could be mapped to CG3 and CG4. There is no clear mapping between QoS flows and radio resources (such as CGs) for a given logical channel in the current NR specifications. That is, multiple QoS flows can be mapped to the same DRB / LCH, and at the same time the network can configure multiple CGs for the same LCH, but there is no clear mapping between QoS flow and CG (or grants in general) within the same LCH.
Observation 1: In the current 5G NR design the MAC layer cannot identify different QoS flows within a LCH and there is no clear mapping between CGs and QoS flows / QFIs.
As discussed in our contribution in [4], SA2 is evaluating enhancements to the QoS handling based on PDU Sets. When multiple QoS flows are mapped to the same DRB and QoS flows are used to carry PDU Sets of different importance associated with different XR traffic characteristics a differentiated QoS treatment may be required. 
Assuming differentiated treatment of PDU Sets is deemed necessary to be done at lower layers when multiple QoS flows are mapped to the same DRB, although not our first preference, a mapping between QoS flows and LCHs may need to be provided to MAC. In other words, RAN2 may have to consider introducing a notion of the QFI at MAC level. 
To achieve this, a LCH might be configured with a list of QFIs where each QFI is assigned a priority. Alternatively, a grant may be associated with a QFI. So, for example, the LogicalChannelConfig IE can have an LCP restriction that is linked with a QFI/LCH, or potentially the configuredGrantConfig itself can be associated with a QFI. MAC can then use this information to enhance the prioritization rules to not only consider the LCH priority but consider the association with a QFI as well. 
This might further imply that XR traffic characteristics are considered for scheduling and selection of data during logical channel prioritization to ensure MAC SDUs for XR traffic are prioritized appropriately. In this case, MAC would have to generate MAC PDUs (i.e., select data to be included for a given grant during logical channel prioritization) based on QoS flows rather than logical channels (DRBs). Assuming a grant can be associated with a QoS flow (a QFI), MAC could utilize that during intra-UE prioritization. More generally, if MAC knows the QFI then the prioritization of overlapping grants (CG/DG) can be enhanced as well.
However, as mentioned above, we would prefer to rather arbitrate XR traffic in higher layers and keep lower layers close to legacy operation, depending on the overall mapping of QoS flows and DRB that SA2 will come up with.  
Proposal 4: Subject to the DRB mapping decisions in SA2/RAN2, if multiple QoS flows or PDU Sets of different importance are mapped to the same DRB and differentiation of traffic is considered unavoidable in lower layers, the MAC layer has to identify, map and prioritize data with different severity within a LCH.

XR Awareness of Congestion Information
For Rel-18 XR, it is anticipated that the CN the RAN and the UE may be required to identify and/or distinguish between:
· Different PDU Sets
· PDUs that belong to each PDU Set
· Dependencies between PDUs Set
· Dependencies between PDUs within a PDU Set 
These requirements may potentially lead to the introduction of additional packet headers with new types of fields for identification of PDU Sets and the PDUs therein. 
Along these lines, SA2 is studying in Rel-18 TR 23.700-60 [2] the utilization of ECN/L4S information for congestion control with XR in the CN and in the RAN, e.g., through solutions (#41, #43, #46, #67) to address Key Issue #3. The support of XR services requires low latency and high throughput. SA2 has identified L4S as one possible solution direction to reduce latency, reduce congestion and ensure desired experience for users. Refer to the solutions for Key Issue #3 as well as SA2’s preliminary conclusions in [2]. 

	23.700-60, Conclusions for Key issue#3: 5GS information exposure for XR/media Enhancements
“5G System may use ECN marking for the purpose of Low Latency, Low Loss and Scalable Throughput services”
“Editor's note: Supports for L4S and for exposure of congestion level, Data rate, delay difference and round-trip delay, are pending RAN WG's feedback on the feasibility of RAN judgment and/or exposure of the corresponding info (e.g. per QoS flow congestion level).” 



In this context, it may be useful to review some aspects of L4S and evaluate potential RAN2 enhancements for the UE and the RAN when PDU Sets are supported.
L4S is an end-to-end mechanism which depends on the capability of the transport network. ECN and L4S use the two least significant bits of the traffic class field in the IPv4 or IPv6 header to encode four different code points. In ECN, a congestion mark is equivalent to a packet drop. In L4S, a congestion mark serves as an indication instead of dropping the packet. The principle of L4S is to change the ECN bits in the IP header as soon as queues start to grow. The action of changing the ECN bits to signal congestion is called marking. Hence, it is possible to signal congestion early and to reduce the queuing delay. 
Benefits of L4S that are applicable to XR traffic
· Enables faster codec rate adaptation at the end-points of a connection
· Helps keep the latency low and the throughput high
· Better queue management leading to lower buffer states (which can be associated with less jitter)
5G NR and LTE support ECN at the IP layer where the gNB and the UE may insert ECN codepoints as specified in clause 5 of [5]. In particular, the UE and the gNB may set the Congestion Experienced (CE) codepoint (’11’) in PDCP SDUs (in the IP packet). 
L4S enhancements
Using existing methods in NR, a CE codepoint in a PDCP SDU means that ECN marking can only happen at the tail of the L2 queue (e.g., at the first IP packet submitted to PDCP in either direction). Given that the L2 buffer can be very large and grant scheduling delays exist, an ECN/L4S marking at the end of the queue comes with the disadvantage of additional delay for the CE codepoint reaching its destination. 
We think that the delay can be significantly reduced if the CE marking can be provided at the head of the queue and signaled to the gNB or the UE already with the first packet in the respective queue over the Uu interface. To insert an L4S marking at the queue head would be possible at several layers in L2, but the method would be different for each of them. For example:
· PDCP: One DRB can be selected to carry PDCP packets with congestion feedback from other DRBs
· RLC: Insert L4S indications at the head of the RLC queue with a new RLC Control PDU or in a new header field, since RLC headers are not ciphered
· MAC: Utilization of Reserved bits in a MAC subheader associated with a MAC SDU or MAC CE
Proposal 5: A congestion indication at the head of the PDCP, RLC or MAC queue may be allowed to reduce delay. Detailed mechanisms can be discussed in the work item phase.
Secondly, RAN2 may consider means to detect congestion at specific conditions tailored to XR use cases. To give an example, a transmitter (UE or gNB) may declare a congestion condition if lower layers have not confirmed the successful transmission of a group of PDUs after a specified or configured fraction of the PDU Set Delay Budget (PSDB) or the PDCP discardTimer. A receiver (UE or gNB) may declare a congestion condition based on the (nominal) periodicity of the XR traffic flow while in a condition where a continuous stream of packets can be expected. Other conditions are possible as well.
Proposal 6: RAN2 may consider congestion detection mechanisms for XR traffic. 
XR traffic may also utilize the indication or detection of a congestion condition as a trigger to adjust certain parameters of a traffic flow. A PDU Set that is known to have experienced congestion in the CN or the RAN may be treated differently than a PDU Set that has not experienced congestion. 
For example, upon identification that a PDU Set has experienced congestion, the RAN or the UE may increase the priority level for this PDU Set to ensure faster scheduling or ensure reliable transmission, prioritize the transmission of more important PDU sets (such as I-frames) over PDU sets of less importance, or apply a congestion policy. Likewise, the configuration or the mapping of a traffic flow may be conditionally adjusted upon detection of one or multiple congestion events. 
Since Rel-18 may require additional packet headers for identification of PDU Sets, an identification of congestion experienced for a PDU Set can be considered along the way. 
Proposal 7: RAN2 may utilize an indication of congestion information for complete PDU Sets and apply congestion mitigation policies for XR traffic. Detailed mechanisms can be defined in work item phase. 

Conclusions
This contribution provides a view on XR awareness as part of the RAN2 study for NR enhancements for XR. We have following observations and proposals:
Proposal 1: RAN2 may consider methods to alter the QoS requirements associated with a DRB or QoS flow on a quasi-periodical basis.
Proposal 2: RAN2 may consider the selection of RLC entities for XR traffic.
Proposal 3: RAN2 may consider the utilization of DRBs associated with “special” traffic such as Pose or Control Information.
Observation 1: In the current 5G NR design the MAC layer cannot identify different QoS flows within a LCH and there is no clear mapping between CGs and QoS flows / QFIs. 
Proposal 4: Subject to the DRB mapping decisions in SA2/RAN2, if multiple QoS flows or PDU Sets of different importance are mapped to the same DRB and differentiation of traffic is considered unavoidable in lower layers, the MAC layer has to identify, map and prioritize data with different severity within a LCH.
Proposal 5: A congestion indication at the head of the PDCP, RLC or MAC queue may be allowed to reduce delay. Detailed mechanisms can be discussed in the work item phase.
Proposal 6: RAN2 may consider congestion detection mechanisms for XR traffic. 
Proposal 7: RAN2 may utilize an indication of congestion information for complete PDU Sets and apply congestion mitigation policies for XR traffic. Detailed mechanisms can be defined in work item phase. 

References
[1] RP-220285, Revised SID, Study on XR Enhancements for NR, Nokia, RAN#95e
[2] TR 23.700-60, Study on XR (Extended Reality) and media services, Rel-18
[3] R2-2207429, Considerations on XR-awareness, QoS-metrics, and XR-specific traffic handling, Apple, RAN2 #119e
[4] R2-2209777, PDU Sets and Mapping of QoS flows and DRBs for XR, Apple, RAN2 #119bis-e
[5] IETF RFC 3168: The Addition of Explicit Congestion Notification (ECN) to IP
image1.png
PDU Set #1: Important

4
1
1
1
1
1
1 Packet #1 Packet #2 Packet #3 Packet #4 Packet #5
1
1
[}

-----------------------------------------------------

- m o om oy

PDU Set #2: Not Important

Packet #6 Packet #7 Packet #8

- EEEEE--




