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1 Introduction
Regarding multi-path relaying support, RAN2#119 has reached the following agreements:

	RAN2#119 Agreements on multi-path relaying
· RAN2 anticipate benefits from multi-path in the following areas:

· A.     Relay and direct multi-path operation (including both scenarios 1 and 2) can provide efficient path switching between direct path and indirect path

· B.     The remote UE in multi-path operation can provide enhanced user data throughput and reliability compared to a single link

· C.    gNB can offload the direct connection of the remote UE in congestion to indirect connection via the relay UE (e.g. at different intra/inter-frequency cells)

· The terms “relay UE” and “remote UE” are used for scenarios 1 and 2.  FFS if we would use additional terms specific to scenario 2.

· Support the following cell deployment scenarios for multi-path relaying in Rel-18:

· Scenario C1: The relay UE and remote UE are served by a same cell.

· Scenario C2: The relay UE and remote UE are served by different intra-frequency cells of a same gNB

· Scenario C3: The relay UE and remote UE are served by different inter-frequency cells of a same gNB

· Support the following sidelink scenarios for multi-path:

· Scenario S1: SL TX/RX and Uu share the same carrier at the remote UE.

· Scenario S2: SL TX/RX and Uu use different carriers at the remote UE.

· Scenario S3: SL TX/RX and Uu share the same carrier at the relay UE.

· Scenario S4: SL TX/RX and Uu use different carriers at the relay UE.

· Support direct bearer (bearer mapped to direct path on Uu), indirect bearer (bearer mapped to indirect path via relay UE), and MP split bearer (bearer mapped to both paths, based on the existing split bearer framework).

· For a MP split bearer in scenario 1, one PDCP entity at the remote UE is configured with one direct Uu RLC channel and one indirect PC5 RLC channel.

· -For upstream, a PDCP entity delivers to a Uu RLC entity and a PC5 RLC entity with SRAP entity in the remote UE side.

· -For downstream, a PDCP entity receives from a Uu RLC entity and a PC5 RLC entity with SRAP entity in the remote UE side.

· FFS if we need to take decisions on the mapping of protocol entities in scenario 2.

· RAN2 can confirm the justifiable benefits that multi-path with relay and UE aggregation can improve the throughput and reliability/robustness, e.g., for UE at the edge of a cell, and UE with limited UL transmission power.\
· Confirm the remote UE in Scenario 1 and the remote UE in Scenario 2 as follows:

· -Scenario 1: the remote UE is connected to the same gNB using one direct path and one indirect path via 1) Layer-2 UE-to-Network relay, 

· -Scenario 2: the remote UE is connected to the same gNB using one direct path and one indirect path via 2) via another UE (where the UE-UE inter-connection is assumed to be ideal).

· RAN2 assumes that the relation between remote UE and relay UE in scenario 2 is pre-configured or static and how the relation is pre-configured or static is out of the 3GPP scope.

· RAN2 deprioritizes discussion on authorization and association mechanism between remote UE and relay UE in scenario 2.




.

Also, in the post-meeting email discussion [408] [2], there are some controversial issues discussed but no consensus can be reached. In this contribution, we share our views on the following remaining controversial issues on multi-path relaying support:

· Multi-path scenarios to be supported

· Primary and secondary path

· SRAP layer in Scenario 2

2 
Discussion  
2.1
Multi-path scenarios 
First, it is worth noting that RAN3 [3] has agreed on the following for multi-path scenarios:

	RAN3#117 Agreements
· Addition of direct/indirect path are supported as follows:
· Add direct path, after the establishment of the indirect path.

· Add indirect path, after the establishment of the direct path.

· This does not imply the exclusion of any other path addition possibility.
· RAN3 will study the signaling impact on the direct or indirect path change under the same gNB for a UE connected via multi-path. The other mobility scenarios can be further considered based on RAN2 decision.


As we can see,  RAN3 only confirms the basic two scenarios for UE adding a second path after one path is already established. Although other path addition/modification scenarios can be considered, RAN2 need consider the main objective of multi-path study is not to expand the mobility scenarios but to identify the core functions needed to enable multi-path first. For the following three mobility-triggered scenarios listed in [2]:

E. The remote UE configured with multi-path changes the serving cell of the remote UE for the direct path while keeping the serving relay UE for the indirect path under the same gNB; 

F. The remote UE configured with multi-path keeps the serving relay UE for the indirect path and the serving cell of the remote UE for the direct path while the serving relay UE changes the serving cell of the relay UE under the same gNB;

G. The remote UE configured with multi-path changes to a new relay UE for the indirect path while keeping the direct path under the same gNB.

We think case E and case F are sort of group handover case, which means the relay UE and remote UE are moving together, while the anchor point of direct path or indirect path changes due to this group mobility. Such group mobility scenarios are deprioritized in Rel-17, so we prefer to continue deprioritize them.

Proposal 1: 
For MP Scenario 1, RAN2 deprioritize the study on the following group mobility scenarios:

E.  The remote UE configured with multi-path changes the serving cell of the remote UE for the direct path while keeping the serving relay UE for the indirect path under the same gNB; 

F. The remote UE configured with multi-path keeps the serving relay UE for the indirect path and the serving cell of the remote UE for the direct path while the serving relay UE changes the serving cell of the relay UE under the same gNB;

For scenario G, it is very similar to an indirect-to-indirect intra-gNB path switch which are currently under the objective for service continuity enhancements for Rel-18. Therefore, it is undesirable to have RAN2 working on two different “indirect-to-indirect” path change solutions at the same time. So, we suggest postponing any work on scenario G to a time point after the completion of basic “indirect-to-indirect” path switch solution, so that the solution (e.g., measurements, triggering conditions, etc) can be reused as much as possible. 

Proposal 2: 
For MP Scenario 1, RAN2 postpone the work on solution for the following scenario G, till the completion of basic “i2i” path switch solution under “service continuity enhancements” objective.  

G.     The remote UE configured with multi-path changes to a new relay UE for the indirect path while keeping the direct path under the same gNB. 
For MP Scenario 2 (ideal UE-to-UE connection), we think the supported scenarios can be further narrow down. For the  UE aggregation use case:

1) UEs are basically co-located. This means that the remote UE and relay UE are both in-coverage. So, there is always exist a “direct” path. So we think the only indirect path addition/release is needed.

2) RAN2 has agreed that “RAN2 assumes that the relation between remote UE and relay UE in scenario 2 is pre-configured or static and how the relation is pre-configured or static is out of the 3GPP scope”. Since there is a pre-defined association between remote UE and relay UE, change of relay UE is not supported in this case. So, we think indirect path modification (relay UE change) is not applicable to MP Scenario 2.
Therefore, we propose to only support indirect path addition/release for MP Scenario 2.

Proposal 3: 
For MP Scenario 2, only indirect path addition/release is supported. All other scenarios are deprioritized. 

2.2 Primary and secondary path
Regarding the controversy of primary path (i.e., whether there is a need for “primary path” in multi-path relaying support), we want to first clarify the relationship between the primary path for Multi-path relaying scenarios and the PCell concept. In single-path scenario, the remote UE has a PCell after RRC connection setup, in regardless of whether this a direct Uu link or an indirect link via L2 U2N relay UE. Then, the PCell can also be changed by gNB with intra-gNB handover. What is new in multi-path scenario is that it is possible that both remote UE and relay UE may anchor to the same cell, so that PCell itself is not sufficient to differentiate the two paths (direct and indirect). But from the UE perspective, the two different paths reaching the same PCell are not equal. For example, only one of the paths will be used to carry SRB0 messages.

Observation 1: 
PCell concept is not sufficient to differentiate the two paths used by the UE in multi-path relay. 

In general, MP relay scenarios are similar to CA and DC scenarios supported by NR. But there are also some differences. 

· When compared with CA, the UE in MP relay scenario will need to support both Uu MAC and SL MAC, while legacy NR UE will only support a single MAC in NR CA. Also, the concept of “SCell” cannot be applicable to the MP case, as indirect path via relay is lack of CA-like synchronization with the direct path. 

· When compared with DC, the two paths in MP relay scenarios both terminate in the same gNB, so there is no MCG/SCG. Also, RAN will have two RRC entities (one in MCG, one in SCG) in DC scenarios, but the single gNB-CU will handle the RRC functions in MP relay case. However, the introduction of “indirect bearer”, “direct bearer” and “split bearer” are very similar to the “MCG bearer”, “SCG bearer” and “split bearer” concepts in DC. Similarly, the end-to-end Uu SRB1/SRB2 can also be configured to be split bearer in MP relay. 

In overall, we think DC scenario is more similar to multi-path relay case.

Observation 2: 
MP Relaying is more similar to DC than CA. 

Logically, it is worth considering reusing the design principles of DC-based architecture for MP. One thing can be reused from DC is the “primary path” concept. It may be argued that UE can differentiate those two paths in MP raly scenario by knowing where RRC control is anchored. For example, both the remote UE and gNB knows which path is used for SRB0 (i.e.,  whether SRB0 is on a direct bearer or on an indirect bearer), w/o introducing a “primary path” concept. But as this path can be either direct or indirect, and can also be reconfigured by the gNB, it is cumbersome to refer to it without a proper name. We think it makes sense to introduce a “primary” concept for the control plane, which is not a per-RB level configuration, but a generic “primary” role. The primary path can be defined as the path which used for SI delivery, RLM, handover and RRC Reestablishment.

Proposal 4: 
Support the “primary path” concept for the control plane of multi-path relaying. 
Then, for user plane operation, we think the primary path concept in DC configuration can be simply reused. To be more specific, different DRBs may be associated with different primary paths. Based on this understanding, the primary RLC entity of the MP split bearer for a given DRB should be configured on the primary path of the corresponding DRB according the legacy definition below in TS 38.331:

primaryPath
Indicates the cell group ID and LCID of the primary RLC entity as specified in TS 38.323 [5], clause 5.2.1 for UL data transmission when more than one RLC entity is associated with the PDCP entity.
Proposal 5: 
Support per-RB “primary/secondary” path for user plane of multi-path relaying. 
2.3 SRAP support with “ideal” Inter-UE connection 
For MP Scenario 2, the most controversial issue is the SRAP support. 

The corresponding protocol stack for MP Scenario 2 case is shown below in Figure 1, with the potential “SRAP” layers included.
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Figure 1: User Plane Protocol Stack for Intra-gNB paths (direct + indirect) for UE aggregation case
However, there is some debate on whether the Uu SRAP and/or SRAP* (in direct hop) are needed. The outcome of post-119 email discussion [408] for this issue is inclusive with the following proposal.

Proposal 9A: RAN2 is suggested to study need of an adaptation layer on the UE-to-UE link and the Uu link between relay UE and the gNB for Scenario 2, considering whether the following aspects can/should be supported in Scenario 2 without an adaptation layer:

· Possibility of restriction to the relay UE serving only one remote UE

· Possibility of restriction to 1:1 bearer mapping only over non-3GPP UE-to-UE link and 3GPP Uu link.

· Mapping a PDCP entity of the remote UE to a RLC entity of the relay UE to ensure that a PDCP PDU is delivered to an intended PDCP entity or RLC entity for support of more than one RB

· Possibility to support interoperability between two UEs from different vendors

· Ensuring identification of data own by the relay UE and data relayed from/to the remote UE over the Uu link .
Here is our analysis on the scenario 2 (UE aggregation) for the above questions raised in P9A above:
	Issue
	w/o SRAP 
	Reason

	restriction to the relay UE serving only one remote UE
	✔︎
	As RAN2 has agreed that the association between remote UE and relay UE is pre-defined and out of 3GPP, we think it is OK to assume there is only one remote to be served by the relay UE.

	restriction to 1:1 bearer mapping only over non-3GPP UE-to-UE link and 3GPP Uu link
	✗
	It is impossible to say an end-to-end bearer Uu bearer will be mapped 1-to-1 to a unique bearer in non-3GPP D2D link as we even do not know what is the “bearer” of this non-3GPP link. There will be no LCID concept in this non-3GPP link, either. 

For Uu link, given that relay UE will have its own traffic to gNB, it is not OK to only map all remote Uu RBs to relay’s RB in a 1-to-1 manner, w/o leaving any unused LCIDs for transport relay UE’s own traffic.

	Mapping a PDCP entity of the remote UE to a RLC entity of the relay UE to ensure that a PDCP PDU is delivered to an intended PDCP entity or RLC entity for support of more than one RB
	✗
	As long as more than one end-to-end Uu RB is supported between remote UE and gNB, then there must be some identifier to be used to identify the corresponding RB to ensure that the correct PDCP entity receives the traffic. This cannot be done w/o SRAP layer.

	support interoperability between two UEs from different vendors
	✗
	If there is no 3GPP-defined layer on the top of non-3GPP D2D link, we cannot claim the “inter-vendor inter-operability” is supported by 3GPP

	Ensuring identification of data own by the relay UE and data relayed from/to the remote UE over the Uu link
	✗
	In Uu link, different LCIDs can be used to differentiate relay UE’s own traffic and relayed traffic, but this is in contradict with the 1-to-1 bearer mapping requirement. In overall, there is no enough LCIDs to support both 1-to-1 bearer mapping and separation of relay UE’s own traffic in designated Uu DRBs. 


Some companies proposed to only introduce Uu SRAP for MP Scenario 2, but that can only solve the issue of M-to-1 bearer mapping in the Uu hop. How the traffic in non-D2D link maps to E2E radio bearer is still unclear. 
Based on the above analysis, we think SRAP layer is still needed for both hops. 
Proposal 6: 
SRAP layer is supported for MP Scenario 2, in both D2D hop and Uu hop.
It is obvious that for MP Scenario 1, the SRAP header format can be reused w/o any change. But not all R17 SRAP functions are needed for MP Scenario 2, especially if there is only one single remote UE per relay UE. As directed by WID, there is no need to introduce new specific design for this and RAN2 is supposed to reuse MP Scenario 1 design and remove what is not necessary. For SRAP header design, if we remove “UE ID” field from the SRAP header, then it may be reduced to 1-octet, but the future extensions with this header will be quite limited. For example, if a relay UE wants to connect to multiple remote UEs in future release, we have to design a new SRAP header. From this perspective, maybe it is better to reuse the same SRAP header format and just set “UE ID” as a “all-zero” or dummy value for MP Scenario 2. RAN2 can further discuss any other specification impacts when reusing the SRAP solution for MP Scenario 1 for MP Scenario 2.

Proposal 7: 
Reuse the same R17 SRAP header format for both MP Scenario 1 and Scenario 2. FFS specification impacts.
3 Conclusion
In this contribution, we discuss several issues related to multi-path relay support. Our observations are:

Observation 1: 
PCell concept is not sufficient to differentiate the two paths used by the UE in multi-path relay. 

Observation 2: 
MP Relaying is more similar to DC than CA. 

Our proposals are:
Proposal 1: 
For MP Scenario 1, RAN2 deprioritize the study on the following group mobility scenarios:

E.  The remote UE configured with multi-path changes the serving cell of the remote UE for the direct path while keeping the serving relay UE for the indirect path under the same gNB; 

F. The remote UE configured with multi-path keeps the serving relay UE for the indirect path and the serving cell of the remote UE for the direct path while the serving relay UE changes the serving cell of the relay UE under the same gNB;

Proposal 2: 
For MP Scenario 1, RAN2 postpone the work on solution for the following scenario G, till the completion of basic “i2i” path switch solution under “service continuity enhancements” objective.  

G.     The remote UE configured with multi-path changes to a new relay UE for the indirect path while keeping the direct path under the same gNB. 
Proposal 3: 
For MP Scenario 2, only indirect path addition/release is supported. All other scenarios are deprioritized. 

Proposal 4: 
Support the “primary path” concept for the control plane of multi-path relaying. 
Proposal 5: 
Support per-RB “primary/secondary” path for user plane of multi-path relaying. 
Proposal 6: 
SRAP layer is supported for MP Scenario 2, in both D2D hop and Uu hop.
Proposal 7: 
Reuse the same R17 SRAP header format for both MP Scenario 1 and Scenario 2. FFS specification impacts.
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