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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. The related WID objectives related to RAN2 are summarized below.
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

In this contribution, we share our view on what RAN2 can discuss for Rel-18 AI/ML for air interface.
2 Discussion 
2.1 Overview of RAN2 work
In last two RAN1 meeting [2][3], the below agreements / conclusion were made on general aspects of AI/ML framework.
RAN1#109-e
Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary RAN1#110
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition
Note: More aspects may be added as study progresses. 


As highlighted above, RAN1 has concluded:
1) RAN1 discussion should focus on network-UE interaction 
2) AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. 
We think 2) is clear but 1) needs further clarification. In our understanding, 1) means RAN1 will discuss and specify the behavior of network-UE interaction. However, if upper layer signaling is required for the behavior, the corresponding procedure and signaling should be discussed in RAN2. For example, in RAN1#109-e, RAN1 has agreed to introduce Level z: Signaling-based collaboration with model transfer. As we know, one AI/ML model is generally with a large storage size, and thereby it is more suitable to use upper layer signaling for its transfer. So, it should be RAN2 to further discuss what signaling to use.   
Observation 1: One AI/ML model is generally with large storage size, and thereby it is more suitable to use upper layer signaling for transfer. It should be RAN2 to further discuss what signaling to use.
Meanwhile, we also think RAN2 should avoid duplicated discussion with RAN1. For example, in RAN1#110 [3], the discussions on boundary between collaboration level x and y, and boundary between y and z, were quite controversial. Finally, no conclusion / agreements can be made. Although one may argue that RAN2 can also contribute to NW-UE collaboration from perspective of upper layer procedure, we tend to let RAN1 lead the way, to avoid potential mismatch between RAN1 and RAN2. That being said, RAN2 should wait final conclusion of RAN1 before getting involved in UE-Network collaboration discussion.
Observation 2: To avoid potential mismatch between RAN1 and RAN2, RAN2 should avoid duplicated discussion with RAN1 (e.g. UE-Network collaboration level).
Thus, we propose:
Proposal 1: To avoid duplicated discussion in RAN1, RAN2 focus on the following aspects:
· AI/ML functionality mapping within the network with RAN3
· Specify procedure and signaling only after RAN1 input is sufficient 
[bookmark: _Ref54102585][bookmark: _Ref54102582]2.2 AI/ML functionality mapping within network
In our understanding, the functionality mapping means in which network entity AI/ML models are stored and managed. We think there are basically the following 3 alternatives as illustrated in Figure. 1: 
· Alt-1: OTT server
· Alt-2: Core network
· Alt-3: gNB
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Figure 1. Illustration of different AI/ML Network entity mapping solutions
Their pros / cons, potential spec impacts and potential signaling for transfer are summarized in Table.1. In our understanding, RAN2 need to study and compare these 3 solutions with this table as a starting point. Meanwhile, we don't think RAN2 need to do down-selection among them for now. Actually, we think RAN2 may support multiple solutions for different scenarios.  
	
	Pros
	Cons
	Potential spec impacts
	Signaling for transfer

	Alt-1: OTT server
	Minor spec impact
	The UE-NW collaboration with model transfer can be feasible under multi-vendor agreements (out of 3GPP scope) or standardized model ID
	Minor (capability, a new SRB with segmentation similar to SRB4 if QoE like signaling is adopted)
	User plane traffic or QoE like signaling

	Alt-2: Core network
	· No multi-vendor interoperability issue (AI/ML models are managed by CN).
· The UE-NW collaboration with model transfer is born to be supported.
· Higher layer service continuity solutions can be reused
	1. Spec impacts of SA2/CT1 (no TU for Rel-18 AI/ML for air interface)
2. Slow time scale signaling compared with gNB solution
	1. RAN2: Introduce a new SRB with segmentation similar to SRB4
2. SA2/CT1: decide which NF to host AI/ML (e.g. LMF or new NF)
3. Specify standardized AI/ML model ID
	
NAS signaling

	Alt-3: gNB
	1. No multi-vendor interoperability issue (AI/ML models are managed by gNB).
2. The UE-NW collaboration with model transfer is born to be supported.
3. Service continuity and RAN control solutions can be reused
	


Big spec impact

	1. Specify standardized AI/ML model ID
2. Introduce new IEs in RRC message with segmentation
	RRC signaling


Table 1. Comparison of different AI/ML Network entity mapping solutions

Observation 3: Multiple solutions of AI/ML functionality network mapping may be supported for different scenarios (e.g. LMF supports AI/ML based positioning, and OTT server supports AI/ML based BM).
Thus, we propose:
Proposal 2: RAN2 discuss Pros and Cons of the following 3 candidate solutions of AI/ML functionality entity mapping within the network, with Table 1 as starting point :
· Alt-1: OTT server
· Alt-2: Core network
· Alt-3: gNB
2.3 Signalling for model transfer / delivery
We think there are the following 3 solutions of AI/ML model transfer / delivery, which are related to Network entity mapping.
· Solution-1: UP solution 
· Solution-2: CP solution with RRC transparent container (whether NAS signaling or application layer container depends on conclusion of NW functionality mapping)
· Solution-3: CP solution with RRC configurable model
Their pros / cons, potential spec impacts and similar procedures in 3GPP are summarized in Table.2. Similar to Network functionality mapping, we think RAN2 need to study and compare these 3 solutions with this table as a starting point. Meanwhile, we don't think RAN2 need to do down-selection among them for now. Actually, we think RAN2 may support multiple solutions for different scenarios.  
	
	Pros
	Cons
	Potential spec impacts
	Similar 3GPP procedure

	Solution 1: UP solution
	No spec impact
	The UE-NW collaboration with model transfer can be feasible under multi-vendor agreements (out of 3GPP scope) or standardized model ID
	No spec impact
	Application layer data transfer, Positioning (OMA SUPL standard)

	Solution 2: CP solution with RRC transparent container
	· Limited spec impact
· Service continuity is allowed by introducing similar QoE procedure 
· RAN control procedure (e.g. congestion control) can be reused
	The UE-NW collaboration with model transfer can be feasible under multi-vendor agreements (out of 3GPP scope) or standardized model ID
	Introduce a new SRB with segmentation similar to SRB4
	
QoE, Positioning (LPP)

	Solution 3: CP solution with RRC configurable model
	· No multi-vendor interoperability issue 
· The UE-NW collaboration with model transfer is born to be supported.
· Service continuity and RAN control solutions can be reused
	
Big spec impact

	· Specify standardized AI/ML model ID
· Introduce new IEs in RRC message with segmentation
	CA management


Table 2. Comparison of different signaling solutions for AI/ML model transfer / delivery
Proposal 3: RAN2 discuss Pros and Cons of the following 3 candidate solutions of signaling for AI/ML model transfer / delivery, with Table 2 as starting point :
· Solution-1: UP solution 
· Solution-2: CP solution with RRC transparent container (whether NAS signaling or application layer container depends on conclusion of NW functionality mapping)
· Solution-3: CP solution with RRC configurable model
We think RAN2 discussion on Proposal 2 and Proposal 3 can also help RAN1 to make conclusion of NW-UE collaboration level. For example, one controversial discussion in RAN1#109-e is whether non-3GPP signaling for AI/ML model transfer is regarded as collaboration level y or level z. That is also why a new terminology "model delivery" is being discussed in RAN1. If RAN2 can make conclusion on signaling solution of Proposal 3, we believe it will help RAN1 on their progress.
Observation 4: RAN2 discussion on NW entity mapping and model transfer signaling may help RAN1 conclude NW-UE collaboration level, e.g. whether non-3GPP signaling for AI/ML model transfer is regarded as collaboration level y or level z.     
2.4 AI/ML model identification
As can be observed from Table 1 and Table 2, if AI/ML models are stored and managed by OTT server, the UE-NW collaboration with model transfer may not be feasible if without specified model identification (multi-vendor agreements is out of 3GPP scope). What's more, even for UE-NW collaboration without model transfer, we think a specified model identification is also desirable to facilitate the multi-vendor offline training. An example is CSI compression being discussed in RAN1, where the decode model in gNB and encode model in UE are required to be matched.    
Observation 5: A specified AI/ML model identification is useful to support multi-vendor interoperability, including model transfer and multi-vendor offline training without model transfer (e.g. CSI compression).
With regarding to how AI/ML model ID is specified, we think 3GPP can consider similar way of 5G GUTI by putting multiple essential fields together. Specifically, AI/ML model ID may include UE vendor ID, NW vendor ID, PLMN ID, etc. Its details need further discussion. Meanwhile, some other model description information may also be useful (e.g. model input type/size, model output type/size, its use case, etc), but they are not essential to be included in model ID. We think it is also necessary to specify these information as an optional field of model description.       
Proposal 4: To better support UE-NW collaboration and multi-vendor interoperability, 3GPP specify AI/ML model identification, including a model ID and an optional field of model description. FFS details of model ID and model description.
Finally, it is worth discussing the format of model representation file, which is the main payload which represent the trained model itself. In our understanding, we can have below possible formats:   
1) Binary image
2) Existing model representation formats in indurial
· The number of popular formats is actually quite limited which are illustrated in below Table 3.
3) Public format (e.g. ONNX)
4) 3GPP sepcify the model representation format. 
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Table 3: Existing popular model representation formats
Among them, we think 4) is conflicted with below note in WID objective:
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Thus, we propose RAN2 to confirm 4) is out of scope of 3GPP.
Proposal 5: RAN2 confirm that the model representation format is out of scope of 3GPP.
2.5 Life cycle management (LCM)
Life cycle management (LCM) is an important aspect for real-time large-scale AI implementation. RAN1 is actively discussing LCM, and some companies proposed some assistance information to support LCM. For example, the UE can predict and feedback the recommended gNB beam index for future use, so that NW can decide to enable/disable AI model. In addition, LCM will be complex in case of NW-UE collaboration with model transfer. 
Observation 6: RAN1 is actively discussing LCM, and related assistance information to support LCM
Following our proposal 1, we think RAN2 should avoid the duplicated discussion on LCM. RAN2 need to involve in discussion on LCM if RAN1 conclude some assistance information is transmitted via RRC and/or MAC-CE. Before RAN1 conclusion is clear, we don't think RAN2 need to start the LCM discussion.   
Proposal 6: For LCM discussion, RAN2 wait for sufficient RAN1 progress per use case (e.g. RAN1 conclude some assistance information requires RRC and/or MAC-CE). 
2.6 UE capability
In the last two RAN1 meetings, there were some proposals on new kinds of UE capability (e.g. storage and computation). However, we think these proposals will not change existing UE capability framework. So, RAN2 is not hurry to discuss new UE capability framework. As usual, RAN2 should discuss UE capability in normative phase.
Proposal 7: Although some new kind of UE capability for AI/ML may be required (e.g. storage, computation), RAN2 should discuss UE capability in normative phase as usual.  
 
3 Conclusion
In this contribution, we share our view on what RAN2 can discuss for Rel-18 AI/ML for air interface. Our observations are:
Observation 1: One AI/ML model is generally with large storage size, and thereby it is more suitable to use upper layer signaling for transfer. It should be RAN2 to further discuss what signaling to use.
Observation 2: To avoid potential mismatch between RAN1 and RAN2, RAN2 should avoid duplicated discussion with RAN1 (e.g. UE-Network collaboration level).
Observation 3: Multiple solutions of AI/ML functionality network mapping may be supported for different scenarios (e.g. LMF supports AI/ML based positioning, and OTT server supports AI/ML based BM).
Observation 4: RAN2 discussion on NW entity mapping and model transfer signaling may help RAN1 conclude NW-UE collaboration level, e.g. whether non-3GPP signaling for AI/ML model transfer is regarded as collaboration level y or level z.     
Observation 5: A specified AI/ML model identification is useful to support multi-vendor interoperability, including model transfer and multi-vendor offline training without model transfer (e.g. CSI compression).
Observation 6: RAN1 is actively discussing LCM, and related assistance information to support LCM

Based on observations, our proposals are:
Proposal 1: To avoid duplicated discussion in RAN1, RAN2 focus on the following aspects:
· AI/ML functionality mapping within the network with RAN3
· Specify procedure and signaling only after RAN1 input is sufficient 
Proposal 2: RAN2 discuss Pros and Cons of the following 3 candidate solutions of AI/ML functionality entity mapping within the network, with Table 1 as starting point :
· Alt-1: OTT server
· Alt-2: Core network
· Alt-3: gNB
Proposal 3: RAN2 discuss Pros and Cons of the following 3 candidate solutions of signaling for AI/ML model transfer / delivery, with Table 2 as starting point :
· Solution-1: UP solution 
· Solution-2: CP solution with RRC transparent container (whether NAS signaling or application layer container depends on conclusion of NW functionality mapping)
· Solution-3: CP solution with RRC configurable model
Proposal 4: To better support UE-NW collaboration and multi-vendor interoperability, 3GPP specify AI/ML model identification, including a model ID and an optional field of model description. FFS details of model ID and model description.
Proposal 5: RAN2 confirm that the model representation format is out of scope of 3GPP.
Proposal 6: For LCM discussion, RAN2 wait for sufficient RAN1 progress per use case (e.g. RAN1 conclude some assistance information requires RRC and/or MAC-CE). 
Proposal 7: Although some new kind of UE capability for AI/ML may be required (e.g. storage, computation), RAN2 should discuss UE capability in normative phase as usual.  
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