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1. Introduction
RAN2#119e made the following agreements [1]: 
	· Enhancement to CG should be justified for XR scheduling and should be evaluated against dynamic grant (DG) scheduling which should be considered as baseline. Should justify why enhancements are needed.

· RAN2 considers SPS enhancements may not be needed in Rel-18 XR since PDCCH capacity is not assumed to be a problem for XR. FFS if SPS has some power consumption benefits.

· As starting point, RAN2 can further discuss the solutions in TR 38.838 that can impact on L2 operation (e.g., BSR, LCP, assistance information for scheduling, packet discarding, prioritization) for XR-specific capacity improvement.


In this contribution, we discuss scheduling enhancements to improve XR capacity.
2. Discussion
2.1 CG Enhancements for handling PDU sets
CG is applicable to periodic UL transmissions (e.g., pose information and video traffic) and it allows minimizing the overhead (e.g., by avoiding SR/BSR) during each data transmission occasion. In legacy procedures, CG can be configured via RRC and activated based on the knowledge of traffic pattern at gNB. In this case, the parameters of CG (e.g., periodicity, start offset, grant size per occasion) can be configured in UE to align with the traffic pattern. However, when handling PDU sets, whether/how legacy CG can be applicable should be discussed. Specifically, the key issues related to CG configuration/parameters that should be investigated for handling PDU sets are:

· Mismatch between the grant size (e.g., number of PUSCHs) per CG occasion and the PDU set size 

· Mismatch between the start timing of each CG occasion and the PDU set arrival

When CG is configured semi-statically to handle UL transmissions, there is a likelihood that the CG grant sizes are either insufficient or more than necessary, especially when handling PDU sets with large standard deviation in the payload sizes. Any reconfiguration to CG parameters (e.g., grant sizes) via RRC signalling can cause additional latency. For ensuring that the CG grant sizes are not under-provisioned or overprovisioned, mechanisms for supporting adaptations to the CG configuration/parameters should be studied. 

When PDU sets are generated at a video frame rate (e.g. 60 fps, 120 fps), the non-integer periodicity results in misalignment with the integer periodicity of the CG configuration. As a result, the periodic occasions of the CG configuration should be adjusted to realign with the XR traffic pattern. On the other hand, the arrival of the PDU sets from higher layers may also be impacted by jitter at UE. Depending on how close the PDU sets arrive with respect to the periodic CG occasions, certain adjustments may be needed for realignment. In both cases, additional latency is incurred when the adjustments are done via RRC signalling. In this case, how to support adjustments to the periodic occasions of the CG configuration with low latency and low overhead should be discussed.
To address the mismatch between the grant sizes and PDU set sizes as well as timing misalignments, the UE can be configured with a CG configuration with multiple adaptable parameters (e.g., multiple grant sizes for scheduling multiple TBs, multiple start offset values) per CG occasion. Alternatively, the UE can be configured with multiple CG configurations, each with a different set of parameters (e.g., different start offsets). The UE can also be configured to monitor any changes to the traffic pattern on variable payload sizes, mismatch in periodicity or jitter. Based on monitoring, the UE can send feedback to gNB with info on whether to increase/decrease the grant sizes (e.g., increase or skip some PUSCH slots) in some CG occasions and/or whether to advance/delay the CG occasions (e.g., change start offset values). To enable flexible adaptations to the CG configurations such information can be sent by UE via MAC CE. The gNB can then indicate to UE any of the resulting modifications to the CG configurations/parameters.
Proposal 1:
Support configuring the UE with multiple CG configurations/parameters (e.g., multiple PUSCH slots per CG occasions).
Proposal 2:
Support mechanisms for dynamically adapting CG configurations/parameters based on changes to XR traffic patterns.
Proposal 3:
Study UE sending indications to gNB (e.g., in MAC CE) to request for adapting preconfigured CG configurations/parameters when detecting changes to XR traffic patterns.
2.2 CG Enhancements for supporting multiple XR traffic flows
For multi-modal XR applications such as AR with multiple flows (e.g., video flow and pose/control flow), the application layer may require the PDU sets in different flows to be received within a synchronization time window to jointly perform processing and rendering. Such time window can introduce some inter-dependency between the flows. One approach to ensure synchronized transmission of the PDUs/PDU sets in correlated flows can be based on CG adaptations for aligning the CG parameters (e.g., grant sizes, start time offsets, periodicities) with the traffic patterns in multiple flows. The UE can be configured with one or multiple CG configurations associated with handling the transmissions in multiple flows. Using multiple CG configurations for multiple flows can be beneficial for load balancing and for allowing modifications to be made flexibly to any of the impacted CG configuration. When changes to the traffic patterns in any of the correlated flows are detected by the UE, the UE can send feedback to the network (e.g., in MAC CE) to request modifications to the configured CG parameters (e.g., increase/decrease PUSCH or advance/delay CG occasions) such that the data in the correlated flows can be transmitted within the inter-flow delay bounds.  
Proposal 4:
Support multiple active CG configurations for handling XR traffic in multiple flows.
Proposal 5:
Study mechanisms to adapt CG parameters (e.g., grant sizes, start time offsets and periodicities) for aligning with changes to the XR traffic pattern in multiple correlated flows.
In a multi-UE scenario, the XR application may be hosted in one of the UEs which may be the designated anchor UE assigned with coordinating transmissions among UEs involved in the XR experience. When handling multiple UEs, similar issues to multi-modal XR with multiple flows may arise (e.g., variable PDU-set sizes, non-integer periodicity and jitter causing misalignment in traffic arrival between the multiple flows). Additionally, there is a need to ensure the different flows generated by multiple UEs are received within a time window so that they can be processed together at the application. Some coordination by the anchor UE may be required to ensure that PDU-Sets in different flows generated by different UEs arrive within a maximum inter-flow/inter-UE delay value. The anchor UE may send requests to the gNB associated with the other UEs to coordinate the periodic (CG configurations) of the other UEs. This approach may also be beneficial to control the number of individual requests for changes to individual CG configurations for minimizing the overall overhead.
Proposal 6:
Study mechanism to support dynamic changes in CG configurations for multiple UEs involved in one XR experience.
2.3   Combined DG and CG enhancements 

In some instances, when the UE is configured with CG, the fixed periodicity and fixed grant size per occasion may not be able to accommodate the variable frame sizes of XR traffic. Any adaptations to the resources according to the traffic pattern may be handled by triggering request for DG (e.g., via SR/BSR). For example, when the PDU set payload size is larger than the CG grant size can accommodate, the UE may trigger request for DG to augment the CG resources. Similar DG request may be sent when a PDU set arrives much earlier than the next CG occasion. In both cases, how to trigger the request for DG in a timely manner such that the allocated DG and CG resources are sufficient and properly aligned for meeting the PDU set level QoS should be discussed. It is also beneficial to study how to control the number of requests for DG when configured with CG for minimizing overhead.
Proposal 7:
Study procedure for combining CG and DG resources when transmitting PDU sets.

Proposal 8:
Study mechanism for triggering request for DG when the configured CG resources are unable to accommodate XR traffic pattern changes (e.g., variable PDU set payload sizes).
2.4 DG Enhancements for supporting multiple correlated flows
For multi-modal XR applications such as AR with multiple flows (e.g. video flow and pose/control flow), the application layer may require the PDU sets in different flows to be received within a synchronization time window to jointly perform processing and rendering. Such time window can introduce some inter-dependency between the flows. For DG based scheduling, whether and how DG resources can be requested in the UL for minimizing inter-flow delay when transmitting PDUs/PDU sets in multiple correlated flows should be studied. For example, based on the arrival of data in different correlated flows from the XR application, the UE can trigger SR/BSR so that DG resources can be allocated while ensuring the delay between the PDUs/PDU sets in different flows is within the inter-flow delay value. In some scenarios, the UE may trigger request for DG resources for prioritizing the transmission of PDUs in a flow that may be lagging the PDUs in another correlated flow.
Proposal 9:
Study mechanism for UE to dynamically request for DG resources from the gNB to ensure the PDU sets in correlated flows are transmitted in UL within an inter-flow delay.
Conclusion

In this contribution, the following conclusions are made:
Proposal 1:
Support configuring the UE with multiple CG configurations/parameters (e.g., multiple PUSCH slots per CG occasions).
Proposal 2:
Support mechanisms for dynamically adapting CG configurations/parameters based on changes to XR traffic patterns.
Proposal 3:
Study UE sending indications to gNB (e.g., in MAC CE) to request for adapting preconfigured CG configurations/parameters when detecting changes to XR traffic patterns.
Proposal 4:
Support multiple active CG configurations for handling XR traffic in multiple flows.
Proposal 5:
Study mechanisms to adapt CG parameters (e.g., grant sizes, start time offsets and periodicities) for aligning with changes to the XR traffic pattern in multiple correlated flows.
Proposal 6:
Study mechanism to support dynamic changes in CG configurations for multiple UEs involved in one XR experience.

Proposal 7:
Study procedure for combining CG and DG resources when transmitting PDU sets.

Proposal 8:
Study mechanism for triggering request for DG when the configured CG resources are unable to accommodate XR traffic pattern changes (e.g., variable PDU set payload sizes).
Proposal 9:
Study mechanism for UE to dynamically request for DG resources from the gNB to ensure the PDU sets in correlated flows are transmitted in UL within an inter-flow delay.
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