3GPP RAN WG2 Meeting #119-bis-e
R2-2209686
Electronic, Oct 10th – Oct 19th, 2022
Agenda Item:
8.5.2.1
Source:
InterDigital Inc.
Title:
Discussion on PDU sets and data bursts
Document for:
Discussion

1. Introduction
RAN2#119e made the following agreements [1]:
	· RAN2 to adopt the current SA2 definition of PDU Set as an application media unit as working assumption, subjected to further guidance from SA2 and SA4. 
· RAN2 assumes that PDU Set based parameters and PDU Set related information may be used for better support of XR services. RAN2 can consider both UL and DL directions.

· RAN2 will study PDU Set based parameters and PDU Set related information handling in Network and UE

· XR awareness discussion in RAN2 should consider PDU set characteristics and how to use the information available on those (for UL and/or DL). Can also consider how to handle data bursts.

· RAN2 can study e.g., periodicity, arrival time, jitter and frame-size variations for XR awareness to enable power savings and capacity enhancements. Can study also how often such parameters change (i.e., how dynamic they are).

· RAN2 can consider how PDU sets can be mapped to DRBs (FFS if SA2 discussion on PDU set mapping to QoS (sub-)flows impacts this)


In this contribution, we discuss how RAN2 can make use of PDU sets and data bursts in the UL and DL directions for one or multiple traffic flows. We also discuss the handling of PDU sets at the SDAP layer.
2. Discussion
2.1. Information relevant to PDU sets and data bursts
2.1.1  Definition of XR traffic media units

During RAN2 #119e, it was agreed that RAN2 can adopt the SA2 definition for PDU set from SA2 TR23.700-60 [2], for the handling and delivery of a group of PDUs belonging to one PDU-set.

	PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g., a frame or video slice for XRM Services, as used in TR 26.926 [27]). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.


It was also agreed that RAN2 can consider how to handle data bursts. The current definition of data burst from SA2 TR23.700-60 [2] is the following:

	Data Burst: A set of data, multiple PDUs generated and sent by the application in a short period of time.

NOTE 3:
A Data Burst It can be composed by one or multiple PDU Sets.


Given the implication of having awareness of data burst info at AS layers on capacity and power saving improvements, we think RAN2 should adopt the definition of data burst as a group of PDU sets with possible dependencies in between constituent PDU sets.

Proposal 1:
Define data burst as a group of PDU sets with possible dependencies in between constituent PDU sets.
During the post-meeting email discussion [Post-119e][261][XR] LS on XR Awareness in RAN [3], the traffic parameters (e.g., periodicity, jitter, size) that would be useful to RAN for UE power savings as well as how they should be signalled (e.g., semi-statically configured or dynamically signalled) was discussed. Since PDU sets within a data burst can be transmitted using SPS/CG resource configurations, parameters like periodicity and start time of a traffic flow may be more useful if they are provided on a per-PDU set basis. On the other hand, the periodicity for which DRX is configured can be based on the periodicity of video frames. Since typically one video frame corresponds to one data burst, data burst periodicity may be more useful to the RAN for deciding on the DRX parameters to be configured in UE. The benefit for defining traffic parameters on the granularity of PDU set vs data burst may be use-case specific, and as such, we think that both options should be supported.
Proposal 2:
Support both PDU set and data burst as the basis for signalling from higher layers to the UE and RAN the information on XR traffic parameters/patterns.
2.1.2  Awareness of PDU-set characteristics
During RAN2 #119e [1], it was agreed that RAN2 can study the following PDU set characteristics for XR awareness: periodicity, arrival time, jitter and frame size variations. Additional aspects on PDU sets including dependency concepts, importance, QoS and end of data unit indications also need to be exposed to the RAN and AS layers in the UE. For example, within each XR traffic flow, there may be multiple PDU-sets where each PDU-set in turn consists of multiple PDUs of variable sizes and types (e.g., I-frame, P-frame, B-frame). The inter-dependencies within the PDUs of the PDU-set have to be maintained so that they can be delivered within the PDU set-level QoS (PSDB, PSER) in UL and DL. Going one granularity level higher in terms of data units, the awareness of data bursts and the constituent PDU sets will enable the maintenance of the data burst integrity, especially in the presence of inter-dependencies between PDU sets within a data burst. 
Observation 1: 
The inter-dependencies within the PDUs of a PDU-set have to be maintained so that they can be delivered within the PDU set-level QoS (PSDB, PSER) in UL and DL.
The awareness of PDU-set size information at RAN can help the scheduler in the gNB to make more efficient scheduling decisions when handling XR traffic and in the process, help improve the UE power savings. For example, the gNB can align the SPS grant size with PDU set size and ensure that the configured CDRX ON Duration matches with the SPS configuration used for delivering DL XR traffic. Following the agreement in RAN2 #119e [1] to have awareness of info related to frame size variations, we think that the type of information related to PDU set size that can be provided to the AS layers should be discussed. For example, both statistical info (mean, max and STD of the PDU-set size) and dynamic info (number of PDUs in PDU set, total payload size) can be considered for XR awareness. It can be beneficial, in terms of scheduling and power saving, when dynamic info of the PDU set size is available at RAN and UE. 
Proposal 3:
Support providing dynamic info on PDU set size (e.g., number of PDUs in PDU set, total payload size, etc.) to UE and RAN.
The QoS framework when handling PDU sets can be different compared on the legacy per-flow or per-PDU QoS. The latency metric considered for PDU set is PDU set delay bound (PSDB) and for reliability the metric is PDU set error rate (PSER) [2]. The PSDB is defined as an upper bound for the time that a PDU Set may be delayed between the UE and the UPF in network. PSER is defined as an upper bound for the rate of PDU-Sets that have been processed by the sender of a link layer protocol (e.g. RLC) but where all of the PDUs in the PDU-Set are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP). In essence, new PDU set-level QoS requirements can be applied for handling the transmissions of PDU sets. 
Proposal 4: 
Support awareness of PDU-set level QoS (e.g., PSDB, PSER) at UE and RAN. 
In addition, information on intra PDU set dependencies, i.e., dependencies between multiple PDUs in a PDU set (e.g., identity of the dependent PDUs) is useful when available at the AS layers. This can be done through a common identifier which could be a new QFI or a new PDU set-level ID, e.g., [1,1], [1,2] and [1,3] can be used to identify PDUs 1, 2 and 3 of PDU set 1. Dependencies between multiple PDU sets (e.g., identity of an I-frame and any dependent P/B-frame) should also be studied.
Proposal 5:
Support awareness of the association of the PDUs in a PDU set at UE and RAN.
Proposal 6:
Support awareness of dependencies between inter-dependent PDU sets at UE and RAN.
From the SA2 definition in TR 23.700-60 [2], the two applicable PDU set types are as follows:
· Type 1 PDU Set:

· All PDUs associated with a PDU set may be expected to be delivered in UL/DL within the PDU set level QoS (e.g., PSDB, PSER). 

· All PDUs in the PDU set may have similar importance/priority values. 

· When one of the PDUs is lost or delayed, the rest of the PDUs may be dropped

· Type 2 PDU Set:

· One or more PDUs associated with a PDU set may have different importance/priority level compared to others.

· When one or more high importance/priority PDUs in a PDU set are received within the associated QoS, no adverse impact to the application may be observed even when some of the other PDUs may be lost or delayed.
The awareness of PDU-Set type (e.g., type 1, type 2) and PDU-set importance at gNB and at the AS layers of UE can enable prioritization of some important/essential PDUs/PDU-sets during DL/UL transmissions. Regarding PDU set importance, there can be two aspects to consider: intra PDU-set importance corresponding to the importance/priority of individual PDUs within a PDU-Set and inter PDU-Set importance corresponding to the importance of an overall PDU-set against another PDU-set. For example, a PDU set corresponding to an I-frame can be more important compared to a P/B-frame PDU set. 
The gNB may prioritize PDUs belonging to a type 1 PDU set (over a type 2 PDU set) or PDU sets marked with high importance that may have arrived late and require expediting to meet their respective PSDB. Alternatively, if the AS layers are aware of the importance level of a PDU set and determine that some less important PDUs associated with a type 2 PDU set will not be delivered within the PSDB, the UE can decide to discard the corresponding PDUs. Such a mechanism may allow reallocation/reuse of resources and can result in improving overall system capacity. Awareness of PDU set types and importance level can also assist in improving power saving gains, for example, by dynamically adapting CDRX parameters (e.g., ON duration) when handling the XR traffic.  
Proposal 7:
Support awareness of PDU set types (e.g., type 1 or type 2) at UE and RAN.
Proposal 8:
Support awareness of importance of data unit (e.g., importance of PDUs within PDU set, importance of one PDU set vs another PDU set) at UE and RAN.

During DL transmission of a data burst, the UPF in CN can provide an end-of-burst (EOB) indication to the gNB, e.g., when sending the last PDU of the burst. For ensuring that the UE is not frequently transitioned between active duration and sleep duration when receiving multiple PDU sets within a data burst, the gNB can send an indication to the UE to transition to sleep duration only after detecting the EOB indication, for example.
Proposal 9:
Support awareness of end indication for PDU set/data burst at UE and RAN.
2.1.3  Correlation/synchronization information on multiple XR traffic flows
XR applications generate multiple data flows (e.g., video flow and pose/control data flow) which may have different traffic patterns and QoS requirements. Despite the wide range of patterns and requirements, there is a need to ensure that the multiple flows generated by the XR application are received within a synchronization time window so that they can be processed together at the application. Failure to do so may result in some frames/PDU-sets in one flow getting delayed and impacting the overall processing at the application, even when the PDU sets in another correlated flow arrive within its latency bound. To this end, in addition to the per-flow QoS that each flow is required to fulfil independently, certain coordination is needed at the AS layers to ensure that the PDU sets in different flows arrive within a maximum inter-flow delay value. The maximum inter-flow delay can be represented as a joint QoS requirement corresponding to the synchronization time window that different flows must fulfil jointly during transmission. As such, awareness at the AS layers of the correlated traffic flows (e.g., flow IDs, number of correlated flows per application) along with the inter-flow delay are important for ensuring proper handling of the traffic flows during transmissions in UL and DL. 
Proposal 10: 
Support awareness of correlated traffic flows at UE and RAN (e.g., flow IDs, number of correlated flows per application). 

Proposal 11:
Support awareness of the inter-flow delay between correlated flows at UE and RAN.
2.2.  Handling of PDU sets at the SDAP layer
With the legacy QoS framework, SDUs from the higher layer associated with QoS flows are mapped to DRBs based on the QFI marking. The SDUs are marked with the QFI at the SDAP layer based on the marking rules provided by NAS. When handling PDU sets, new marking rules can be used for marking the SDUs associated with the PDU sets. For example, different PDUs belonging to a PDU set can be marked with the similar identifier (e.g. new QFI or new PDU set-level ID). Other criteria/rule that can be used for marking at SDAP can be based on the importance/priority of the PDUs. 
Since SA2 is studying how PDU sets may be mapped to different QoS flows, SA2 can work on the marking rules that can be provided to the UE for marking the SDUs at SDAP. RAN2 can study the techniques that can be applied for performing flexible mapping of the PDUs of PDU sets to the DRBs, assuming that the marking at SDAP can at least identify the PDUs of a PDU set, so that the PDU set-level QoS can be met during transmission.  

Since the different PDUs in a PDU set may have different importance/priority, applying the current marking/mapping rules to the PDU sets may result in one PDU set being marked with different identifiers (e.g. QFI) and mapped to different DRBs. This can result in providing different forwarding treatment to the PDUs of a PDU set during transmission, at the possibility for not meeting the PDU set-level QoS due to using different DRBs. One possible approach to address this issue is by mapping the PDUs of a PDU set to different DRBs based on the importance/priority and leave the handling of the association between the PDUs to the lower layers in the DRBs (e.g. at MAC via LCP procedure). 
Another way to address this issue is to configure the SDAP with marking/mapping rules such that all PDUs of a PDU set are marked with the same identifier, irrespective of the importance/priority level, and mapped to the same DRB at the SDAP. While this approach maintains the PDU set integrity, it may result in overprovisioning or under-provisioning of resources when handled with the same DRB during transmission, especially when considering the PDUs may have wide variation in the importance/priority levels. 
Proposal 12:
Study new mapping rules to apply at SDAP to enable flexible mapping of the PDUs of a PDU set to one or multiple DRBs (e.g., based on importance/priority of PDUs).
Additionally, whether/how the DRBs can be configured for providing different forwarding treatment for the PDUs of PDU sets while meeting the PDU-set-level QoS (e.g., PSDB, PSER) should be discussed. Given the different types of PDU-sets and inter-dependencies among the PDUs, the forwarding treatment that can be provided when mapping the PDU-sets to some DRBs can be different. For example, for type 1 PDU-set all PDUs can be configured to be mapped to the same DRB to provide the same forwarding treatment during transmission. For type 2 PDU-set, some PDUs of the PDU-set which may be more important than others can be mapped to a DRB (e.g., of high priority) configured to handle more stringent QoS while the other PDUs can be mapped to another DRB (e.g., of low priority). 
Proposal 13: 
Study how DRBs can be configured for meeting PDU-set-level QoS (e.g., PSDB, PSER).
Proposal 14: 
Study mapping of PDU sets to DRBs at SDAP based on properties associated with PDU-sets (e.g., PDU set type).
Conclusion

In this contribution, the following observation is made:
Observation 1: 
The inter-dependencies within the PDUs of a PDU-set have to be maintained so that they can be delivered within the PDU set-level QoS (PSDB, PSER) in UL and DL.

In this contribution, the following conclusions are made:
Proposal 1:
Define data burst as a group of PDU sets with possible dependencies in between constituent PDU sets.
Proposal 2:
Support both PDU set and data burst as the basis for signalling from higher layers to the UE and RAN the information on XR traffic parameters/patterns.
Proposal 3:
Support providing dynamic info on PDU set size (e.g., number of PDUs in PDU set, total payload size, etc.) to UE and RAN.
Proposal 4: 
Support awareness of PDU-set level QoS (e.g., PSDB, PSER) at UE and RAN. 
Proposal 5:
Support awareness of the association of the PDUs in a PDU set at UE and RAN.
Proposal 6:
Support awareness of dependencies between inter-dependent PDU sets at UE and RAN.
Proposal 7:
Support awareness of PDU set types (e.g., type 1 or type 2) at UE and RAN.
Proposal 8:
Support awareness of importance of data unit (e.g., importance of PDUs within PDU set, importance of one PDU set vs another PDU set) at UE and RAN.

Proposal 9:
Support awareness of end indication for PDU set/data burst at UE and RAN.
Proposal 10: 
Support awareness of correlated traffic flows at UE and RAN (e.g., flow IDs, number of correlated flows per application). 

Proposal 11:
Support awareness of the inter-flow delay between correlated flows at UE and RAN.
Proposal 12:
Study new mapping rules to apply at SDAP to enable flexible mapping of the PDUs of a PDU set to one or multiple DRBs (e.g., based on importance/priority of PDUs).
Proposal 13: 
Study how DRBs can be configured for meeting PDU-set-level QoS (e.g., PSDB, PSER).
Proposal 14: 
Study mapping of PDU sets to DRBs at SDAP based on properties associated with PDU-sets (e.g., PDU set type).
References
[1] 
RAN2 chairman notes from RAN2#119e, Aug 2022.

[2]
3GPP TR 23.700-60, “Study on XR (Extended Reality) and media services (Release 18), v0.3.0, May 2022.
[3]
R2-2209215, LS on XR Awareness in RAN, Sept 2022.

1/4


