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1. [bookmark: _Toc18413600][bookmark: _Toc18403966][bookmark: _Toc18404533]Introduction
In this contribution we discuss how XR awareness impacts the overall RAN protocol architecture and discuss the options for mapping the XR traffic to radio resources. 
2. [bookmark: _Ref106966395]Traffic characteristics of XR
XR encompasses a variety of traffic profiles and the XR traffic is typically characterised by [1]: 
1. Periodic traffic with jitter:
XR traffic typically consists of data such as video/audio frames where the traffic is periodic (e.g. 30/60/90 fps). Further the size of each data packet/frame may be different (depending on whether it is an I frame or P frame etc). Although the traffic is typically generated periodically, the traffic may arrive at the RAN nodes with some jitter. This could be due to buffering/latency within the transport network and error recovery mechanisms used with the network etc. 
2. Varying frame/traffic-unit importance: 
For XR and media services, different types of traffic may coexist within the same stream. For instance, a group of pictures may be composed of the I-frames and/or P-frames which carry data of different importance from the application perspective. 
3. Correlated traffic frames and PDU-sets:
XR applications impose requirements for join processing on data-sets. For instance, a group of pictures (GOP) may consist of information related to a frame and carry correlated data. Whilst the data within the GOP may be correlated, the data outside the GOP may be independent of this. Thus XR traffic can be divided in units of dependent sets of data which may impose restrictions on joint processing and joint delivery to upper layers etc. 
Observation 1: XR traffic imposes special requirements on RAN protocol stack because of the characteristics such as periodicity with jitter, varying frame/traffic-unit importance within the same traffic flow, existence of correlated traffic frames within the traffic flow
3. PDU-set awareness in UL
In NR, QoS handling is mainly based on QoS Flows. i.e., currently, the QoS Flow is the finest granularity of QoS differentiation in the PDU Session. In UL, the application/service layer traffic (above the 3GPP protocol layers) are mapped to a given QoS flow based on QoS rules which are configured in the UE using NAS signalling. Reflective QoS is also used when configured based on the mapping used the opposite link. QoS flows today are largely determined based on the 5-Tupple IP identities. 
In case of XR, 5-Tupple IP identities is not sufficient for determining the QoS flows. In other words, an application using same 5-Tupple IP identities may generate data requiring different QoS requirements (PDU-sets). From RAN perspective, we need to understand how the UE can map these PDU-sets to different DRBs. Similar to QoS flows, NAS signalling will be required to enable the mapping of PDU-sets to different QoS flows or sub-Qos-Flows. This can be left to CT1 and SA2. From RAN2 perspective, we can assume that the SDAP layer can be aware of the PDU-set level QoS requirements (either based on QoS flows or sub-QoS-Flows) and this can be reused to map XR traffic in UL to DRBs. 
Proposal 1: For UL XR traffic, SDAP layer can use PDU-set level QoS Identifiers (either existing QoS flows or sub-QoS-Flows or any other identifier defined by CT1/SA2) to enable mapping of UL XR traffic to DRBs
4. PDU-set awareness in DL
For DL, the QoS rules are configured by the SMF to various RAN nodes and these rules are used in determining the QoS flow for each of the application/service layer traffic. In addition, for XR traffic, SA2 are discussing conveying the PDU-Set identifiers explicitly in GTP header for each UP packet in DL. So, in RAN, the mapping between the DL XR traffic and the DRBs can be done based on either the QoS flow/sub-QoS-Flow information or based on the explicit identifiers in GTP header. 
Proposal 2: In DL the gNB can map the DL XR traffic to DRBs based on QoS flow/sub-QoS-Flow information or based on explicit PDU-set identifiers in the GTP header (if introduced by SA2) 
5. Options for mapping XR traffic to radio resources
XR traffic consists of traffic PDU-sets which has different QoS requirements. For mapping the XR traffic to the DRBs, at a high level, there are two options for XR traffic mapping to radio resources. 
Option 1: Traffic from different PDU sets is mapped to the same DRB and the differential priorities between PDU sets is handled at lower layers (e.g., RLC and below)
Option 2: Traffic from different PDU sets is mapped to different DRBs and differential priorities between PDU sets is handled on a per-DRB basis (i.e., reuse existing QoS framework)
It should be noted that options above are not mutually exclusive. In the following sections, we discuss how the RAN protocol layers are impacted with the above options and we also discuss the implications to upper layers with both options. 
5.1. Traffic from different PDU sets mapped to the same DRB
When PDU sets with different QoS/priority requirements are mapped to the same DRB, then, differential QoS requirements for the traffic within the DRB has to be exposed to the lower protocol layers of the RAN2 protocol stack. One option to achieve this is to split the traffic within the same DRB into different logical channels based on the PDU-set identifier (e.g., QoS flows/sub-QoS flows). If this approach is used, then the per-logical channel level priorities could be tailored to the PDU-set level priority requirements to handle the differentiated QoS requirements for each PDU-set. This option is depicted in Figure 1 below. One of the main advantages of this option is that this option can provide in-order delivery of the PDU-sets to upper layers. 
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[bookmark: _Ref114827249]Figure 1: Traffic from different PDU-sets is mapped to same DRB (Option 1)
Based on this, the following proposals are made.
Proposal 3: To handle XR traffic that requires in-order delivery to upper layers, RAN2 should support an option where data from different-PDU sets is mapped to the same DRB
Proposal 4: If data from different PDU-sets is mapped to the same DRB, the differential handling of QoS needs to be exposed to lower protocol layers in RAN2 protocol stack
Proposal 5: When multiple PDU-sets are mapped to the same DRB, RAN2 should define a mechanism to map traffic from different PDU-sets to different logical channels (e.g., based on QoS flow/sub-flow/PDU-Set identifiers etc)
Proposal 6:  The per logical channel level configuration of the following parameters could be tailored to QoS requirements of the XR traffic to ensure differential handling of QoS for PDU-sets mapped to the same DRB: {priority, prioritisedBitRate, bucketSizeDuration}
5.2.  Traffic from different PDU-sets mapped to different DRBs
SA2 are discussing whether to mark different PDU-sets with different QoS flow identifiers or if the same QoS flow identifier will be used with a sub-QoS flow for each PDU-set within each QoS flow. Regardless of these options, RAN2 can always define mechanisms to map different PDU sets to different DRBs. This could either be based on QoS flows or Sub-QoS flows or PDU-set identifiers as shown below in Figure 1 below. 
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Figure 2: Traffic from different PDU-sets is mapped to different DRBs (Option 2)
The advantage of mapping different PDU-sets to different DRBs is that the existing QoS handling model could be reused in lower layers. However, it should be noted that once the traffic is separated into different DRBs, the RAN protocol layers cannot guarantee in order delivery of packets across different DRBs (unless we significantly alter our protocol architecture to introduce some reordering mechanism above PDP layer – and this seems not good since this will introduce overhead and complexity). As a result, this option seems to be only useful in case in-order delivery of packets is not essential. It is possible that not all XR applications need in order delivery of data anyway and hence supporting this option in RAN level seems useful as this enables us to reuse the existing QoS framework. However, if sub-QoS-Flows are introduced some impact is possible to the SDAP layer (since we need to specify mapping of sub-QoS-Flows to DRBs instead of the existing QoS flow to DRB mapping). 
Based on the above analysis, the following proposals are made: 
Proposal 7: RAN2 should also support mechanism to map different PDU-sets to different DRBs (based on QoS flows/sub-QoS flows/PDU-set identifiers)
Proposal 8: RAN2 shall not define any new mechanism for re-ordering above PDCP layer
Proposal 9: The mechanism to map different PDU-sets of the same XR traffic flow to different DRBs is used only when upper layers do not require in-order delivery of the XR traffic
Proposal 10: RAN2 should inform SA2 that RAN needs to know whether in-order delivery of XR traffic frames is required or not for a given XR session
5.3. Comparison between option 1 and option 2
	
	Option 1
(Traffic from different PDU-sets is mapped to same DRB)
	Option 2
(Traffic from different PDU-sets is mapped to different DRBs)

	SDAP impact
	· Minimal impact, since mapping different QoS flows to same DRB is supported today. 
· If SA2 introduce some new identifiers for PDU-sets then, some impact to SDAP is foreseen
	· Minimal impact, since mapping different QoS flows to different DRBs is supported today. 
· If SA2 introduce some new identifiers for PDU-sets then, some impact to SDAP is foreseen

	PDCP impact
	· In-order delivery is guaranteed by reusing existing mechanisms at PDCP
· Packet discard functionality in PDCP may need enhancements to tailor it for handling the PDB of different PDU-sets
· Mapping between PDU-sets and LCHs is to be defined (this is likely to be in PDCP layer)
	· QoS handling including per PDU-set PDB etc can be handled using the existing PDCP functionality

	Impact to lower layers
	· Per LCH level QoS handling needs to be tailored to the PDU-set level QoS requirements 
· Impact to LCP and other LCH level functionality needs to be studied further
	· Impact to lower layers is minimised since the QoS handling is performed per DRB (i.e., existing QoS handling mechanisms)

	In-order delivery
	· Supported with existing mechanisms
	· Is not possible with existing mechanisms and enabling in-order delivery for this option is costly (in-terms of overhead and complexity)

	Over-all complexity
	· QoS handling and mapping requirements are exposed to lower layers and hence some additional complexity in lower layers of protocol stack is inevitable with this option
	· Overall complexity is minimised and existing protocol stack can mostly be reused as long as there is no requirement for in-order delivery of packets. 


Based on the above, it can be seen that both option1 and option 2 has advantages and associated complexities. Hence, it seems RAN2 should continue to study and aim to support both options for XR. The proposals above are aligned with this view. 
6. Conclusion
In this paper, we discuss how XR awareness impacts the overall RAN protocol architecture and the following proposals are made. Note: the proposals that need feedback/attention from SA2 are highlighted. 
XR traffic mapping in UL/DL 
Proposal 1: For UL XR traffic, SDAP layer can use PDU-set level QoS Identifiers (either existing QoS flows or sub-QoS-Flows or any other identifier defined by CT1/SA2) to enable mapping of UL XR traffic to DRBs
Proposal 2: In DL the gNB can map the DL XR traffic to DRBs based on QoS flow/sub-QoS-Flow information or based on explicit PDU-set identifiers in the GTP header (if introduced by SA2) 
Data from multiple PDU sets mapped to the same DRB
Proposal 3: To handle XR traffic that requires in-order delivery to upper layers, RAN2 should support an option where data from different-PDU sets is mapped to the same DRB
Proposal 4: If data from different PDU-sets is mapped to the same DRB, the differential handling of QoS needs to be exposed to lower protocol layers in RAN2 protocol stack
Proposal 5: When multiple PDU-sets are mapped to the same DRB, RAN2 should define a mechanism to map traffic from different PDU-sets to different logical channels (e.g., based on QoS flow/sub-flow/PDU-Set identifiers etc)
Proposal 6:  The per logical channel level configuration of the following parameters could be tailored to QoS requirements of the XR traffic to ensure differential handling of QoS for PDU-sets mapped to the same DRB: {priority, prioritisedBitRate, bucketSizeDuration}
Data from different PDU sets mapped to different DRBs
[bookmark: _Toc18404543][bookmark: _Toc18413612][bookmark: _Toc18403976]Proposal 7: RAN2 should also support mechanism to map different PDU-sets to different DRBs (based on QoS flows/sub-QoS flows/PDU-set identifiers)
Proposal 8: RAN2 shall not define any new mechanism for re-ordering above PDCP layer
Proposal 9: The mechanism to map different PDU-sets of the same XR traffic flow to different DRBs is used only when upper layers do not require in-order delivery of the XR traffic
Proposal 10: RAN2 should inform SA2 that RAN needs to know whether in-order delivery of XR traffic frames is required or not for a given XR session
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