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Introduction
During RAN2 #119e meeting, following agreements on migration and PCI handling were agreed:
	P3: For “dual-DU-way” of doing full migration, RAN2 may discuss whether the legacy UE should see the two logical cells/DUs as separate or same physical cell(s), and what procedure(s) the legacy UE needs to perform in either case. 



Moreover, RAN3 also agrees following baseline for full migration solution:
	As already supported in Rel17, a mobile IAB-MT and its co-located mobile IAB-DU may be served by different donor CUs.
The mobile IAB donor that the co-located IAB-DU connects to may remain unchanged after the IAB-MT HO. 
(1-3) RAN3 to discuss whether a mobile IAB-DU can execute inter-donor migration, while the co-located mobile IAB-MT stays connected to the same donor before and after the mobile IAB-DU migration.
RAN3 to discuss whether a mobile IAB-DU can execute inter-donor migration, while the co-located mobile IAB-MT executes inter-donor migration.
When IP connectivity between target IAB-donor DU and source IAB-donor CU is available, and when Xn connectivity between source and target donor CU is available, the Rel-17 partial migration is used as baseline for supporting the F1 transport migration and inter-donor routing when an mobile IAB-DU and its co-located mobile IAB-MT are connected to different donor CUs.
The mobile IAB-node may perform multiple consecutive partial migrations without inter-donor migration of its mobile IAB-DU. 
For DU migration cases, to execute the handover of the served UEs, the mobile IAB-node concurrently supports two logical mobile IAB-DUs, which have F1AP associations with the source CU and the target CU, respectively.
The UEs connected to the mobile IAB-node are handed over from the cell of the logical mobile IAB-DU (i.e., the source logical mobile IAB-DU) that has an F1AP association with the source CU to the cell of the logical mobile IAB-DU (i.e., the target logical mobile IAB-DU) that has an F1AP association with the target CU.
Whether source and target logical cells should appear to the UE as distinguishable cells on layer 1 is discussed in other WGs and pending progress communication from them.
RAN3 to discuss how inter-donor topology adaptation can be supported for mobile IAB in absence of Xn and/or inter-donor IP routability.
RAN3 to discuss whether F1-C transport over NGAP should be supported for inter-donor topology adaptation for mobile IAB. Other use cases where Xn connectivity is not available may be discussed.
Cases where Xn connectivity and IP connectivity are not available are FFS (logical DUs, connected UE’s handover from one to another)




In this contribution, we first discuss the potential RAN2 impact for inter-donor full migration, then discuss the assumption of how to handle PCI of mobile IAB-node to avoid negative impact to group mobility of served UEs. 
Discussion
[bookmark: P3]Inter-donor CU Full Migration 
Considering the trajectory of the mobile IAB-node is not predictable and cover a large area sometime, it is possible that the mobile IAB-node moves out of the source IAB-donor CU’s coverage. Hence, the source IAB-donor CU needs handover the mobile IAB-MT to a new target cell under another IAB-donor CU. 
Last RAN2 meeting discussed partial migration based full migration where connectivity is needed between the donor DU and the source CU and standalone full migration where such connectivity does not exist.  RAN3 is expected to discuss further on the need for the standalone full migration.  For this meeting RAN2 can focus on the partial migration based full migration while we wait for RAN3 discussion and conclusion on the need for standalone full migration.
Observation 1: RAN2 can focus on the partial migration based full migration (i.e. dual-DU way of doing full migration) while we wait for RAN3 discussion and conclusion on the need for standalone full migration.
Though not formally agreed, it seems to be the expectation that partial migration based full migration will use the multiple logical DU approach that was discussed in RAN3 in Rel-17.  
Observation 2: Partial migration based full migration is based on multiple logical DUs during the migration.
Partial migration based full migration is a multi-step process as shown in the Figure 1.  



[bookmark: _Ref115180076]Figure 1: Full migration based on partial migration of mobile IAB-node
Step 1:  mIAB node performs a HO to target donor DU2: This can use legacy HO procedure, including CHO (from RAN2 perspective).  Further enhancements are useful as discussed in [1]
Step 2:  New donor DU2 connects to the source donor CU1: This can be left to RAN3. 
Step 3:  New donor DU2 establishes a connection its parent donor CU2: This can be left to RAN3.
Step 4: A new logical DU (mIABDU2) is created within the mIAB node: This can be left to RAN3.
Step 5: A new cell 2 is created for mIABDU2.  Details of this new cell including new PCI are discussed further below.
Step 6: HO of UEs to cell 2. As both cell 1 and cell 2 are active simultaneously for a period of time, the UEs can be handed over to cell 2 over a period of time to avoid congestion.  Enhancements to HO procedure for served UEs is discussed in [2].
Step 7: mIABDU1 and connection to the source donor CU1 is removed and migration is complete
A more detailed example procedure flow for partial migration based full migration is shown in the figure below.  


Figure 2:  Simplified high level example message flow for Partial migration based Full migration procedure

As listed above, many of them are under RAN3 responsibility.  This document focusses on step 5 and 6 on supporting legacy procedures.  Mobility enhancements for step 1 and 6 are useful and discussed in [2].
One of the requirements of the WI is to be able to support legacy UEs.  As discussed above, full migration involves a HO of the UEs from cell 1 to cell 2.  Hence it is essential that HO procedure supported by legacy UE implementations must be used in step 6.  
After logical DU 2 and cell 2 is created, logical CU 1 and cell 1 can continue to exist together for a period of time (see discussion section below on feasibility).   The hard cut off for this period of period of time would be when the mIAB node moves to the coverage of yet another IAB donor CU3.  This period of time of co-existence is then unlikely to be very short.  That should give sufficient time to move the served UEs from cell 1 to cell 2 using HO procedure distributed over time.  Such distribution will reduce the signalling spike of the HO procedure as well as the peak RACH load.  
Additional mobility enhancements can be considered for Rel-18 UE that is discussed in [1]
Proposal 1: For partial migration based full migration, legacy handover procedure can be used (from RAN2 perspective) to switch served UEs from one logical mobile IAB-DU/cell (the source IAB-donor-CU) to another logical mobile IAB-DU/cell (the target IAB-donor-CU) in the same mIAB node.  The source IAB-donor CU can gradually trigger served UEs’ handover to avoid congestion.  
Different cells for different logical DUs
As discussed above, it was expected that multiple logical DUs will be used during the migration process.  RAN3 had also further expects that each logical DU will support a different cell – that is, from RAN3 point of view, these cells will broadcast different NR Cell Global ID (NCGI).  This implies that the SIB contents of the two cells must be different and hence they really are different cells even if the PCIs of the two cells are the same.  


Figure 3:  Two overlapping cells of the two logical DUs during the migration transition period
Observation 3: The SIB contents of the two cells of the two logical DUs are different (at least the NCGI) and they should be treated as two different cells even if the PCIs are the same.
The most common scenario can be expected to be where the mIAB operates on a certain frequency and hence both cell 1 and cell 2 are on the same frequency.  This deployment where two cells of the same frequency exactly overlap in coverage is not a normal deployment scenario.   RAN3 had previously in Rel-17 sought feedback from different groups on the feasibility of such deployment.  Based on the LS responses from RAN1 and RAN4 [1,5] during the Rel-17 discussions, it appears separate PCIs should be used by these two logical DUs. That is, every time there is a full migration of the mIAB node, a new PCI is used for the mIAB cell after the migration.
One of the requirement of the WI is to be able to support legacy UEs.  As discussed above, full migration involves a HO of the UEs from cell 1 to cell 2.  Hence it is essential that legacy UE implementations can support such a HO across two total overlapping cells on the same frequency – either on the same PCI or different PCI.
As the Rel-17 LS discussions happened at the end of Rel-17, it could be useful to get further confirmation from RAN1/4 on the feasibility of total overlapping cells on the same frequency with different or same PCI.  And whether handover between them can be supported by legacy UEs from RAN1/4 specification point of view.   
Proposal 2: Discuss if an LS should be sent to RAN1/4 to get confirmation from RAN1/4 on the feasibility of total overlapping cells on the same frequency with different or same PCI.  And whether handover between them can be supported by legacy UEs from RAN1/4 specification point of view.   
Another aspect to discuss whether PCI collision detection and avoidance.  Even with split allocation of PCIs to fixed and mIAB nodes, it is possible that PCI collision may happen between two mIAB nodes due to the nature of their unpredictable mobility pattern.  The conventional method of detecting PCI collision is when the network notices it during measurement reporting.  It can be verified by using ANR reporting from UEs.  While ANR can report the different NCGIs of the PCIs to detect PCI collision, it may not always do it reliably as it a slow procedure and the period of collision due to mIAB mobility could be too short to detect it.  However, even if it is detected quickly, changing the PCI of a cell (as discussed below) to avoid the collision is likely to take even longer as all the UEs will need to be moved to the new PCI.  Hence the current ANR can be considered sufficient for PCI collision detection.
Proposal 3: Current ANR procedure is sufficient for PCI collision detection for mIAB.
On detection of a PCI collision, the PCI of the mIAB cell would need to be updated.  And such update should be supported by legacy UEs.  A change of PCI of the cell will require all the served UEs to be “handed over” to the new PCI.  All this has to be done without 
TAC/RNA for the mIAB node 
As identified by SA2 on-going SI “Study on VMR” key issue #6, how to provide appropriate cell ID/TACs information of a mobile IAB-node when it moves around has RAN dependency. 
	How to provide appropriate cell ID/TACs information (and possible its corresponding geographic area) of mobile base station relay that moves when such cell ID/TACs are needed, e.g. to assist route an emergency call to the correct PSAP, to assist to handle Lawful Interception, to assist the Public Warning System, etc.
NOTE 1:	For mobile base station relay that moves, whether its cell information in the System Information Broadcast (e.g. Cell ID, TAC) changes or not due to its movement has RAN dependency.
NOTE 2:	For mobile base station relay that moves, even the cell information in the System Information Broadcast (e.g. Cell ID, TAC) does not change, it may represents different geographic area due to the movement.


In general, there are two options for the mobile IAB-node to provide location information (TAC, RNA) to the UEs:
Option 1: broadcast a unique TAC/RNA (unchanged during mobile IAB-node’s mobility)
Option 2: broadcast the same TAC/RNA as its parent IAB-node or IAB-donor DU (changes during mobile IAB-node’s mobility)
From UE point of view, both options can be well-supported by existing mechanisms.
For Option 1, the network can use this unique TAC/RNA and send paging messages to the corresponding UEs and UE will not need to preform tracking area update while it is camped on the mIAB node. However the consequences of mapping this unique TAC to different geographic area due to mobile IAB-node’s mobility should be studied in SA2. 
Since RNA is a subdivision of the TAC, its handling is dependent on the TAC design.  The design of RNA mapping to different geographic area can follow the same principle as TAC discussion in SA2. 
Observation 4: How/whether to use a unique/unchanged TAC for a mIAB cell while moving in different geographic areas should be studied in SA2.
For Option 2, when the mobile IAB-node broadcasts the same TAC/RNA as its parent IAB-node or IAB-donor DU, for the UEs.  There are (at least) two areas to address.  One is about having to update the TAC/RNA in the SIB to match the TAC/RNA of the neighbouring cells while the mIAB node is moving around.  From Uu point of view, the frequent update of the TAC/RNA in SIB1 should not cause big problems.  RAN3/SA2 may need to evaluate how the neighbouring TAC/RNA information is updated in the mIAB node.  
The other concern is that the group of UEs inside of mobile IAB-node may need to send tracking area update to the network at the same time, which may cause congestion. However, the same problem also occurs when considering massive number of UEs served by high-speed train performing the tracking area update simultaneously when a train arrives at a station and passengers come out of the train. For such scenario, the existing congestion control mechanism can support it well without further optimization, regardless the frequency of changing tracking area or simultaneous messages of tracking area update. 
Observation 5: If mobile IAB-node broadcasts the same TAC/RNA as its parent IAB-node, the existing congestion control mechanism can well-support for frequent and large number of tracking area updates from group of served UEs.
Therefore, from RAN2 point of view, both changed/unchanged TAC/RNA can be supported without further optimization. How to design TAC of the mobile IAB-node is a SA2/RAN3 decision.
Proposal 4: RAN2 to conclude that both changed and unchanged TAC/RNA of mobile IAB-node can be supported by existing mechanism. How to design TAC of the mobile IAB-node is left to SA2/RAN3.

Conclusion
In this contribution, we mainly discussed RAN2 impacts of mobile IAB-node full migration.  Additionally, we also discussed PCI handling, and topology integration of mobile IAB-node.
We propose following observations and proposals:
Observation 1: RAN2 can focus on the partial migration based full migration (i.e. dual-DU way of doing full migration) while we wait for RAN3 discussion and conclusion on the need for standalone full migration.
Observation 2: Partial migration based full migration is based on multiple logical DUs during the migration.
Proposal 1: For partial migration based full migration, legacy handover procedure can be used (from RAN2 perspective) to switch served UEs from one logical mobile IAB-DU/cell (the source IAB-donor-CU) to another logical mobile IAB-DU/cell (the target IAB-donor-CU) in the same mIAB node.  The source IAB-donor CU can gradually trigger served UEs’ handover to avoid congestion.  
Observation 3: The SIB contents of the two cells of the two logical DUs are different (at least the NCGI) and they should be treated as two different cells even if the PCIs are the same.
Proposal 2: Discuss if an LS should be sent to RAN1/4 to get confirmation from RAN1/4 on the feasibility of total overlapping cells on the same frequency with different or same PCI.  And whether handover between them can be supported by legacy UEs from RAN1/4 specification point of view.   
Proposal 3: Current ANR procedure is sufficient for PCI collision detection for mIAB.
Observation 4: How/whether to use a unique/unchanged TAC for a mIAB cell while moving in different geographic areas should be studied in SA2.
Observation 5: If mobile IAB-node broadcasts the same TAC/RNA as its parent IAB-node, the existing congestion control mechanism can well-support for frequent and large number of tracking area updates from group of served UEs.
Proposal 4: RAN2 to conclude that both changed and unchanged TAC/RNA of mobile IAB-node can be supported by existing mechanism. How to design TAC of the mobile IAB-node is left to SA2/RAN3.
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